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We study whether investors can exploit serial dependence in stock returns to improve out-of-sample portfolio performance. We show that a vector-autoregressive (VAR) model captures stock return serial dependence in a statistically significant manner. Analytically, we demonstrate that, unlike contrarian and momentum portfolios, an arbitrage portfolio based on the VAR model attains positive expected returns regardless of the sign of asset return cross-covariances and autocovariances. Empirically, we show, however, that both the arbitrage and mean-variance portfolios based on the VAR model outperform the traditional unconditional portfolios only for transaction costs below ten basis points. (JEL G11)

There is extensive empirical evidence that stock returns are serially dependent and that this dependence can be exploited to produce abnormal positive expected returns. For instance, Jegadeesh and Titman [1993] find momentum in asset returns: “strategies which buy stocks that have performed well in the past and sell stocks that have performed poorly in the past generate significant positive returns over 3- to 12-month holding periods.” Lo and MacKinlay [1990] show that returns of large firms lead those of small firms, and a contrarian
portfolio that takes advantage of this by being long past losing stocks and short past winners produces abnormal positive expected returns.¹

Our objective is to study whether investors can exploit the stock return serial dependence to select portfolios of risky assets that perform well out-of-sample, both in the absence and presence of transaction costs. We tackle this task in three steps. First, we propose a vector autoregressive (VAR) model to capture stock return serial dependence and test its statistical significance. Second, we characterize, both analytically and empirically, the expected return of an arbitrage (zero-cost) portfolio based on the VAR model and compare it to those of contrarian and momentum arbitrage portfolios. Third, we evaluate empirically the out-of-sample gains from using investment (positive-cost) portfolios that exploit serial dependence in stock returns.

To identify the optimal portfolio weights, we use conditional forecasts of expected returns for individual stocks. This is in contrast to the recent literature on portfolio selection, which finds it optimal to ignore estimates of expected returns based only on historical return data, and tries to improve the estimation of the covariance matrix (see, for example, Chan, Karceski, and Lakonishok 1999; Ledoit and Wolf 2003, 2004; DeMiguel and Nogales 2009, DeMiguel et al. 2009).

Our paper makes three contributions to the literature on portfolio selection. First, we propose using a VAR model to capture serial dependence in stock returns. Our VAR model allows tomorrow’s expected return on every stock to depend linearly on today’s realized return on every stock, and therefore, it is general enough to capture any linear relation between stock returns in consecutive periods, regardless of whether its origin can be traced back to cross-covariances, autocovariances, or both.² We verify the validity of the VAR model for stock returns by performing extensive statistical tests on five empirical datasets and conclude that the VAR model is significant for all datasets. Moreover, we identify the origin of the predictability in the data, and we find autocorrelation of portfolio and individual stock returns. We also

¹ There is substantial empirical evidence of cross-covariances and autocovariances in returns. For example, there is a large body of research that documents momentum at the level of individual stocks (Jegadeesh 1990; Jegadeesh and Titman 1993, 2001), at the level of industries (Kestenow and Grinblatt 1999), and in size and book-to-market portfolios (Fama and French 1996). There is also substantial evidence of autocovariances in stock returns (Fama and French 1988; Conrad and Kaul 1988, 1989, 1998; and reversal/overreaction (DeBondt and Thaler 1985). Finally, a number of papers have documented the presence of cross-covariances, where the magnitude is related to factors such as firm size (Glo and MacKinnon 1998), firm size within industries (Ritter 2004), trading volume (Wood and Swaminathan 2000), analyst coverage (Faff, Jegadeesh, and Swaminathan 2000), and institutional ownership (Badrinath, Kale, and Nissim 1999).

² A broad variety of explanations have been offered for cross-covariances and autocovariances of asset returns. Some of these explanations are based on time-varying expected returns (Cotard and Kast 1990), with more recent work showing how to generate this variation in rational models (Berk, Green, and Nale 1994; Johnson 2002). Other explanations rely on economic links, such as those among suppliers and customers (Cohen and Frazzini 2008) and among upstream and downstream industries (Menzly and Ozbas 2010). Then there are explanations that are based on the slow transmission of information across investors (Hong and Stein 1999). Finally, there are behavioral models of underreaction and overreaction, such as the ones by DeLong et al. (1990), Daniel, Hirshleifer, and Subrahmanyam (1998), and Barberis, Shleifer, and Vishny (1998).
find lead-lag relations between: big-stock portfolios and small-stock portfolios, growth-stock portfolios and value-stock portfolios, the HiTec industry portfolio and other industry portfolios, and big individual stocks and small individual stocks.

Our second contribution is to characterize, both analytically and empirically, the expected return of arbitrage (zero-cost) portfolios based on the VAR model, and to compare them to those of the contrarian and momentum arbitrage portfolios studied (among others) by Lo and MacKinlay (1990) and Pan, Liano, and Huang (2004). From the analytical perspective, Lo and MacKinlay (1990) show that the expected return of the contrarian arbitrage portfolio is positive if the stock return autocovariances are negative and the stock return cross-covariances are positive, and the expected return of the momentum arbitrage portfolio is positive if autocovariances are positive and cross-covariances negative. We demonstrate that the VAR arbitrage portfolio achieves a positive expected return in general, regardless of the sign of the autocorrelations and cross-correlations. Moreover, we find that the expected returns of the VAR arbitrage portfolio are large if the principal components of the covariance matrix provide a discriminatory forecast of tomorrow’s asset returns; that is, if today’s return on the principal components allows one to predict which assets will achieve high returns, and which low returns tomorrow.

Empirically, we demonstrate that, whereas the profits of the contrarian and momentum arbitrage portfolios can be attributed mostly to their ability to exploit asset return autocovariances, the VAR arbitrage portfolio manages to exploit both cross-covariances and autocovariances. Moreover, the VAR arbitrage portfolio substantially outperforms the contrarian and momentum arbitrage portfolios, both in the absence and presence of transaction costs. We find, however, that the VAR arbitrage portfolio is profitable only with transaction costs smaller than 10 basis points, and the contrarian and momentum arbitrage portfolios only with transaction costs smaller than 5 basis points.

Our third contribution is to evaluate the out-of-sample gains associated with investing in two (positive-cost) portfolios that exploit stock return serial dependence. The first portfolio is the conditional mean-variance portfolio of a myopic investor who believes stock returns follow the VAR model. This portfolio relies on the assumption that stock returns in consecutive periods are linearly related. We consider a second portfolio that relaxes this assumption. Specifically, we consider the conditional mean-variance portfolio of a myopic investor who believes stock returns follow a nonparametric autoregressive (NAR) model, which does not require that the relation across stock returns be linear. To control the high turnover associated with the conditional
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3 We have also considered the dynamic portfolio of Campbell, Chan, and Viceira (2003), which is the optimal portfolio of an intertemporally optimizing investor with Epstein-Zin utility, who believes that the returns follow a VAR model. We find that its performance is similar to that of the conditional mean-variance portfolios from VAR, and thus to conserve space we do not report the results for the dynamic portfolios.
mean-variance portfolios, we focus on norm-constrained portfolios that are similar to those studied by DeMiguel et al. (2009).

Our empirical results show that the norm-constrained conditional mean-variance portfolios outperform the traditional (unconditional) portfolios only for transaction costs below 10 basis points. Note that the VAR portfolios exploit serial dependence in a more general form than most of the previously documented approaches, and yet they are profitable only for transaction costs below 10 basis points. This implies that, when evaluating trading strategies that exploit serial dependence in stock returns, accounting for the frictions that exist in the real world is crucial.

To understand the origin of the predictability exploited by the conditional mean-variance portfolios, we consider the conditional mean-variance portfolios obtained from a lagged-factor model based on the Fama-French and momentum factors (market, small minus big, high minus low book-to-market, and up-minus down), and we find that the market and high-minus-low factors drive most of the predictability exploited by the conditional portfolios. Moreover, we observe also that the gains from exploiting stock return serial dependence come in the form of higher expected return, because the out-of-sample variance of the conditional portfolios is higher than that of the unconditional (traditional) portfolios; that is, stock return serial dependence can be exploited to forecast stock mean returns much better than using the traditional (unconditional) sample estimator. Finally, we find that a substantial proportion of the gains associated with the conditional mean-variance portfolios arise from exploiting cross-covariances in stock returns, as opposed to just autocovariances.

The rest of this paper is organized as follows. Section 1 describes the datasets and the methodology we use for our empirical analysis. Section 2 states the VAR model of stock returns, tests its statistical significance, and uses the significance tests to identify the origin of the predictability in stock returns. Section 3 characterizes (analytically and empirically) the performance of a VAR arbitrage portfolio and compares it to that of a contrarian and a momentum arbitrage portfolios. Section 4 describes the different investment portfolios we consider, and discusses their empirical performance. Section 5 concludes. Appendix A contains various robustness checks for our empirical findings with the supporting tables in an Online Appendix, and Appendix B contains the proofs for all propositions.

1. Data and Evaluation Methodology

In this section, we briefly describe our datasets and our methodology for evaluating the performance of portfolios.

1.1 Datasets

We consider five datasets for our empirical analysis: four datasets from Ken French’s Web site, and one from CRSP. For each dataset, we report the results
for close-to-close and open-to-close returns. The first two datasets contain the returns on 6 and 25 value-weighted portfolios of stocks sorted on size and book-to-market (6FF, 25FF). The third and fourth datasets contain the returns on the 10 and 48 industry value-weighted portfolios (10Ind, 48Ind). For close-to-close returns we use data from 1970 to 2011 downloaded from Ken French’s Web site, while we build open-to-close returns from 1992 to 2011 using open-to-close data for individual stocks downloaded from the CRSP database, which records open-to-close returns starting only from 1992.

We also consider a fifth dataset containing individual stock returns from the CRSP database containing close-to-close and open-to-close returns on all stocks that were part of the S&P 500 index at some point in time between 1992 and 2011 (100CRSP). To avoid any stock-survivorship bias, we randomly select 100 stocks every year using the following approach. At the beginning of each calendar year, we find the set of stocks for which we have returns for the entire period of our estimation window as well as for the next year. From those stocks, we randomly select 100 and use them for portfolio selection until the beginning of the next calendar year, when we randomly select stocks again.

1.2 Evaluation methodology
We compare the performance of the different portfolios using four criteria, all of which are computed out of sample using a “rolling-horizon” procedure similar to that used by [DeMiguel, Garlappi, and Uppal 2009]: (1) portfolio mean return, (2) portfolio variance, (3) Sharpe ratio, defined as the sample mean of out-of-sample returns divided by their sample standard deviation, and (4) portfolio turnover (trading volume).

To measure the impact of proportional transactions costs on the performance of the different portfolios, we also compute the portfolio returns net of

---

4 Observe that these five datasets are close to being tradable in practice, except for the illiquidity of the smaller stocks in the datasets from French’s Web site. To see this, note first that for the French’s datasets we use the value-weighted portfolios, which implies that no “internal” rebalancing is required for these portfolios. Second, the quantiles and industry definitions used to form French’s datasets are updated only once a year, and thus the “internal” rebalancing due to this is negligible at the daily and weekly rebalancing periods that we consider. Therefore, the main barrier to the practical tradability of French’s datasets is that these portfolios contain small illiquid stocks. This implies that when using daily return data and rebalancing, the historical portfolio return data may suffer from asynchronous trading at the end of the day. Regarding the CRSP datasets, we focus on stocks that are part of the S&P 500 index, and thus, are relatively liquid. To understand whether our results are due to the effect of asynchronous trading, in Appendix A.2 we study the robustness of our results to the use of open-to-close returns (instead of close-to-close) and weekly returns (instead of daily), both of which suffer much less from the effects of asynchronous trading, and we find that indeed our results are robust.

5 We use raw returns (that is, without subtracting the risk-free return), rather than returns in excess of the risk-free rate, for our empirical evaluation, because we believe raw returns are more appropriate in the context of the portfolios that we consider, which are formed exclusively from risky assets. We have replicated our empirical evaluation using excess returns in Appendix A.3 and we find that the relative performance of the different portfolios is very similar, although the Sharpe ratios for the data with excess returns are smaller by about 0.3.

6 To measure the statistical significance of the difference between the Sharpe ratios of two given portfolios, we use the (nonstudentized) stationary bootstrap of [Politis and Romano 1994] to construct a two-sided confidence interval for the difference between the Sharpe ratios (or certainty equivalents). We use 1,000 bootstrap resamples and an expected block size equal to five. Then we use the methodology suggested by [Ledoit and Wolf 2008, Remark 3.2) to generate the resulting bootstrap p-values.
transactions costs as

\[ r_{t+1}^k = (1 - \kappa \sum_{j=1}^{N} |w_{j,t}^k - w_{j,(t-1)+}^k|)(w_{t}^k)^\top r_{t+1}, \]

where \( w_{j,(t-1)+}^k \) is the portfolio weight in asset \( j \) at time \( t \) under strategy \( k \) before rebalancing; \( w_{j,t}^k \) is the desired portfolio weight at time \( t \) after rebalancing; \( \kappa \) is the proportional transaction cost; \( w_{t}^k \) is the vector of portfolio weights; and \( r_{t+1} \) is the vector of returns. We then compute the Sharpe ratio as described above, but use the out-of-sample returns net of transactions costs.

2. A Vector Autoregressive (VAR) Model of Stock Returns

We now introduce the VAR model. In Section 2.1, we describe the VAR model of stock returns, and in Section 2.2, we test the statistical significance of the VAR model for the five datasets described in Section 1.1. Finally, in Section 2.3, we use statistical tests to understand the nature of the relation between stock returns.

2.1 The VAR model

We use the following vector autoregressive (VAR) model to capture serial dependence in stock returns:

\[ r_{t+1} = a + Br_t + \epsilon_{t+1}, \tag{1} \]

where \( r_t \in \mathbb{R}^N \) is the stock return vector for period \( t \), \( a \in \mathbb{R}^N \) is the vector of intercepts, \( B \in \mathbb{R}^{N \times N} \) is the matrix of slopes, and \( \epsilon_{t+1} \) is the error vector, which is independently and identically distributed as a multivariate normal with zero mean and covariance matrix \( \Sigma_{\epsilon} \in \mathbb{R}^{N \times N} \), assumed to be positive definite.

Our VAR model considers multiple stocks and assumes that tomorrow’s expected return on each stock (conditional on today’s return vector) may depend linearly on today’s return on any of the multiple stocks. This linear dependence is characterized by the slope matrix \( B \) (for instance, \( B_{ij} \) represents the marginal effect of \( r_j \) on \( r_i \) conditional on \( r_t \)). Thus, our model is sufficiently general to capture any linear relation between stock returns in consecutive periods, independent of whether its source is cross-covariances, autocovariances, or a combination of both.

VAR models have been used before for strategic asset allocation—see Campbell and Viceira (1999, 2002), Campbell, Chan, and Viceira (2003), Balduzzi and Lynch (1999), Barberis (2000)—where the objective is to study how an investor should dynamically allocate her wealth across a few asset classes (e.g., a single risky asset (the index), a short-term bond, and a long-term bond), and the VAR model is used to capture the ability of certain variables (such as the dividend yield and the short-term versus long-term yield spread) to predict
the returns on the single risky asset. Our objective, on the other hand, is to study whether an investor can exploit stock return serial dependence to choose a portfolio of multiple risky assets with better out-of-sample performance, and thus, we use the VAR model to capture the ability of today’s risky-asset returns to predict tomorrow’s risky-asset returns. To the best of our knowledge, our paper is the first to investigate whether a VAR model at the individual risky-asset level can be used to choose portfolios with better out-of-sample performance.

2.2 Significance of the VAR model
For this section, we assume that $r_t$ is a jointly covariance-stationary process with finite mean $\mu = E[r_t]$, positive definite covariance matrix $\Gamma_0 = E[(r_t - \mu)(r_t - \mu)^\top]$, and finite cross-covariance matrix $\Gamma_1 = E[(r_{t-1} - \mu)(r_t - \mu)^\top]$. Estimating the VAR model in (1) requires estimating a large number of parameters, and thus standard ordinary least-squares (OLS) estimators of the VAR model suffer from estimation error. To alleviate the impact of estimation error, we use a ridge regression (see Hoerl and Kennard 1970), which is designed to give robust estimators even for models with a large numbers of parameters. Moreover, to test the statistical significance of the ridge estimator of the slope matrix, we use the stationary bootstrap method of Politis and Romano (1994).8

To verify the validity of the VAR model for stock returns, we perform the above test every month (roughly 22 trading days) for the time period spanned by each of the five datasets, using an estimation window of $\tau = 2000$ days each time. In all cases, the test rejects the null hypothesis of $B = 0$ at a 1% significance level; that is, for every period and each dataset, there exists at least

---

7 Lynch (2001) considers three risky assets (the three size and three book-to-market portfolios), but he does not consider the ability of each of these risky assets to predict the return on the other risky assets; instead, he considers the predictive ability of the dividend yield and the yield spread. The effectiveness of predictors such as size, value, and momentum in forecasting individual stock returns is examined in Section 4.4. The paper by Jurek and Viceira (2011) is a notable exception because it provides a VAR model that captures (among other things) the ability of the returns on the value and a growth portfolios to predict each other. VAR models have also been used to model serial dependence among individual stocks or international indexes. For instance, Tsay (2005, Chapter 8) estimates a VAR model for a case with only two risky assets, IBM stock and the S&P 500 index. Eun and Shim (1989) estimate a VAR model for nine international markets, and Chordia and Swaminathan (2000) estimate a VAR model for two portfolios, one composed of high-trading-volume stocks and the other of low-trading-volume stocks.

8 In particular, to test the null hypothesis $H_0: B = 0$, we first estimate Equation (1) using ridge regression with an estimation window of $\tau = 2000$ days. Then we propose the following test statistic $M = -(\tau - N)\ln(\hat{\Omega}_1/\Gamma_0)$, where $\hat{\Omega}_1$ is the covariance matrix of the residuals $\hat{\epsilon}$ obtained after fitting the VAR equation (1) to the data. Because the distribution of $M$ is not known when estimating the model using ridge regression, we approximate this distribution through a bootstrap procedure. To do that, we obtain $S = 100$ bootstrap errors from the residuals $\hat{\epsilon}$. Then we generate recursively the bootstrap returns in Equation (1) using the parameter estimates by ridge regression and the bootstrap errors. We then fit the VAR model to the bootstrap returns to obtain $S$ bootstrap replicates of the covariance matrix of the residuals, $\hat{\Omega}_1$. Analogously, we repeat this procedure to generate recursively the bootstrap returns under the null hypothesis ($B = 0$) to obtain $S$ bootstrap replicates of the covariance matrix of the returns, $\hat{\Gamma}_0$. Finally, we use these $S$ bootstrap replicates to approximate the distribution of the test statistic $M$ and the corresponding $p$-value for the hypothesis test that $B = 0$. 
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one significant element in the matrix of slopes $B$. Hence, we infer that the VAR model is statistically significant for the five datasets we consider.

### 2.3 Interpretation of the VAR model

In this section, we test the significance of each of the elements of the estimated slope matrix $B$ to improve our general understanding of the specific character of the serial dependence in stock returns present in the data. For ease of exposition, we first study two small datasets with only two assets each, and we then provide summary information for the full datasets.

#### 2.3.1 Results for two portfolios formed on size

We consider a dataset with one small-stock portfolio and one large-stock portfolio. The return on the first asset is the average equally weighted return on the three small-stock portfolios in the 6FF dataset with six assets formed on size and book-to-market, and the return on the second asset is the average equally weighted return on the three large-stock portfolios.

We first estimate the VAR model for the first 2,000-day estimation window (starting from the beginning of 1970) and test the significance of each element $(i,j)$ of the matrix of slopes $B$ with the null hypothesis: $H_0: B_{ij} = 0$. The estimated VAR model is

$$
\begin{align*}
    r_{t+1, \text{small}} &= 0.0001 + 0.171 r_{t, \text{small}} + 0.151 r_{t, \text{big}}, \\
    r_{t+1, \text{big}} &= 0.0002 + 0.076 r_{t, \text{small}} + 0.133 r_{t, \text{big}}.
\end{align*}
$$

Both off-diagonal elements of the slope matrix are significant, but the $B_{12}$ element 0.151 is substantially larger than the $B_{21}$ element 0.076, which suggests that there is a lead-lag relation between big-stock and small-stock, with big-stock returns leading small-stock returns. This finding is consistent with the findings of Lo and MacKinlay (1990). Also, both small- and large-stock portfolio returns have significant first-order autocorrelations.

To understand how the serial dependence in stock returns varies with time, we perform the above test for every trading day in our time series. Figure 1 shows the time evolution of the estimated diagonal and off-diagonal elements of the slope matrix, respectively. The solid lines give the estimated value of these elements, and we set the lines to be thicker for periods when the elements are statistically significant.

Our first observation is that the estimated elements of the slope matrix vary smoothly with time. Note that it is expected that the slope matrix will vary with time because market conditions changed substantially from 1970 to 2011, but the fact that they change smoothly suggests that ridge regression is effective at reducing the impact of estimation error.\footnote{Indeed, we have also computed the ordinary least squares estimators of the slope matrix, and we observe that they do not vary as smoothly with time as those estimated using the ridge regression.}

---
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Figure 1
Two size-sorted portfolios
Panel (A) depicts the time evolution of the diagonal elements of the slope matrix, whereas Panel (B) depicts the
time evolution of the off-diagonal elements of the slope matrix. The solid lines give the estimated value of these
elements, and thicker lines indicate periods in which the elements are statistically significant.
Our second observation is that the autocorrelations of both big- and small-stock returns decrease with time in our series, and the autocorrelation of small-stock returns actually becomes negative after the 2008 crisis year (for the performance of momentum strategies in extreme markets, see also Moskowitz, Ooi, and Pedersen 2012, their Section 4.3). Also, the strength of the lead-lag relation between big- and small-stock returns decreases with time. Moreover, after the 2008 crisis year, the sign of the lead-lag relation between big- and small-stock returns changes, and although big-stocks continue to lead small stocks after the crisis, they lead with a negative sign. These two observations show that although there is serial dependence in stock returns both before and after the 2008 crisis, the nature of this serial dependence changed substantially.

2.3.2 Results for two portfolios formed on book-to-market ratio. We now study a second dataset with one low book-to-market stock portfolio (growth portfolio) and one high book-to-market stock portfolio (value portfolio). The return on the first asset is the average equally weighted return on the two portfolios corresponding to low book-to-market stocks in the 6FF dataset, and the return on the second portfolio is the average equally weighted return on the two portfolios corresponding to high book-to-market stocks.

The estimated VAR model for the first 2,000-day estimation window is

\begin{align*}
    r_{t+1, \text{growth}} &= 0.0007 + 0.176 r_{t, \text{growth}} + 0.079 r_{t, \text{value}}, \\
    r_{t+1, \text{value}} &= 0.0006 + 0.141 r_{t, \text{growth}} + 0.119 r_{t, \text{value}}.
\end{align*}

Both off-diagonal elements of the slope matrix are significant, but the $B_{21}$ element 0.141 is substantially larger than the $B_{12}$ element 0.079, which indicates that there is a lead-lag relation between growth and value stocks, with the growth-stock returns leading value-stock returns. This finding is consistent with Hou and Moskowitz (2005) and Li (2011). Also, both growth- and value-stock portfolio returns have significant first-order autocorrelations.

To understand how the serial dependence in stock returns varies with time, we perform the above test for every trading day in our time series. Figure 2 shows the time evolution of the estimated diagonal and off-diagonal elements of the slope matrix, respectively. The solid lines give the estimated value of these elements, and we set the lines to be thicker for periods in which the elements are statistically significant. We again observe that although the elements of the slope matrix vary with time, they vary smoothly, which suggests ridge regression deals well with estimation error. We observe also that the magnitude of the autocorrelations in growth and value stock returns decreases with time, and it becomes statistically indistinguishable from zero after the 2008 crisis year. Finally, the strength of the lead-lag relation between growth and value stock returns decreases with time, and in fact, after the 2008 crisis year the direction of the lead-lag relationship reverses, with value stocks leading growth stocks.
Figure 2
Two book-to-market-sorted portfolios
Panel (A) depicts the time evolution of the diagonal elements of the slope matrix, whereas Panel (B) depicts the
time evolution of the off-diagonal elements of the slope matrix. The solid lines give the estimated value of these
elements, and thicker lines indicate periods in which the elements are statistically significant.
2.3.3 Results for the full datasets. We now summarize our findings for the five datasets described in Section 1.1. We start with the dataset with six portfolios of stocks sorted by size and book-to-market. Figure 3 shows the time evolution of the estimated diagonal and off-diagonal elements of the slope matrix. To make it easy to identify the most important elements of the slope matrix, we depict only those elements that are significant for long periods of time, and the legend labels are ordered in decreasing order of the length of the period when the element is significant. Note also that we number the different portfolios as follows: 1 = small-growth, 2 = small-neutral, 3 = small-value, 4 = big-growth, 5 = big-neutral, and 6 = big-value. We observe that the estimates of the elements of the slope matrix vary smoothly with time.

Figure 3A shows that there exist substantial and significant first-order autocorrelations in small-growth and big-growth portfolio returns, and smaller but also significant autocorrelations exist for all other portfolios. Figure 3B shows that there is strong evidence (in terms of magnitude and significance) that big-growth portfolios lead small-growth portfolios (element $B_{14}$) and big-neutral lead small-neutral ($B_{25}$); that is, the “big” portfolios lead the corresponding version of the “small” portfolios. Finally, we observe that small-growth portfolios lead both small-neutral ($B_{21}$) and small-value portfolios ($B_{31}$), and small-neutral lead small-value ($B_{32}$); that is, growth leads value among small-stock portfolios. We also observe that the autocorrelation in stock returns decreases with time, and for big-growth and big-neutral stocks it becomes negative after the 2008 year. We also observe that the magnitude of the lead-lag relations decreases with time. Moreover, after the 2008 crisis year, big-neutral stocks continue to lead small-neutral stocks, but with a negative sign. In summary, the patterns of serial dependence for the dataset with six portfolios of stocks sorted by size and book-to-market confirms our findings in Sections 2.3.1 and 2.3.2. We have obtained similar insights from the tests on the 25FF, but to conserve space we do not report the results.

We now turn to the industry datasets, and to make the interpretation easier, we start with the dataset with five industry portfolios downloaded from Ken French’s Web site, which contains the returns for the following industries: 1 = Cnsmr (Consumer Durables, NonDurables, Wholesale, Retail, and Some Services), 2 = Manuf (Manufacturing, Energy, and Utilities), 3 = HiTec (Business Equipment, Telephone and Television Transmission), 4 = Hlth (Healthcare, Medical Equipment, and Drugs), and 5 = Other (Mines, Constr, BldMt, Trans, Hotels, Bus Serv, Entertainment, Finance). Figure 4 shows the time evolution of the estimated diagonal and off-diagonal elements of the slope matrix, where the element numbers correspond to the industries as numbered above. Figure 4A shows that there exist strong first-order autocorrelations in Hlth, Other, and HiTec returns. Moreover, there is strong evidence that HiTec returns lead all other returns, except Hlth (elements $B_{23}$, $B_{32}$, and $B_{33}$).
Figure 3
Six size- and book-to-market-sorted portfolios
Panel (A) depicts the time evolution of the diagonal elements of the slope matrix, whereas Panel (B) depicts the time evolution of the off-diagonal elements of the slope matrix. The solid lines give the estimated value of these elements, and thicker lines indicate periods in which the elements are statistically significant.
Figure 4
Five industry portfolios
Panel (A) depicts the time evolution of the diagonal elements of the slope matrix, whereas Panel (B) depicts the time evolution of the off-diagonal elements of the slope matrix. The solid lines give the estimated value of these elements, and thicker lines indicate periods in which the elements are statistically significant.
$B_{53}$, and $B_{13}$, and that Hlth returns lead Cnsmr returns ($B_{14}$). Regarding the time variation of the serial dependence, we observe that autocorrelation in industry portfolio returns decreases with time and becomes negative for the Manuf and Other after the 2008 crisis year. Also, the magnitude of the lead-lag relations decreases with time. Moreover, although Hlth continues to lead Other and Cnsmr after the 2008 crisis year, it does so with the opposite sign. Similarly, although HiTec continues to lead Cnsmr and Manuf from 2000 to 2008, it does so with the opposite sign. The conclusions are similar for the 10Ind and 48Ind datasets, but to conserve space we do not report the results.

Finally, to understand the characteristics of the serial dependence in individual stock returns, we consider a dataset formed with the returns on individual stocks. For expositional purposes, we consider a dataset consisting of only four individual stocks. Two of these stocks correspond to relatively large companies (Exxon and General Electric), and two correspond to relatively small companies (Rowan Drilling and Genuine Parts). Figure 5 shows the time evolution of the estimated diagonal and off-diagonal elements of the slope matrix, where we label the four companies as follows: 1 = Exxon, 2 = General Electric, 3 = Rowan, and 4 = Genuine Parts. We observe that Exxon and Genuine Parts both display significant negative autocorrelation. This is consistent with results in the literature that indicate that whereas portfolio returns are positively autocorrelated, individual stock returns are negatively autocorrelated. Also, there is evidence that both General Electric and Exxon lead Rowan Drilling. Note that Rowan Drilling is a supplier to Exxon, so the evidence that Exxon leads Rowan Drilling is consistent with the idea in Cohen and Frazzini (2008) that economic links between firms may lead to predictability in returns.

3. Analysis of VAR Arbitrage Portfolios

To gauge the potential of the VAR model to improve portfolio selection, we study the performance of an arbitrage (zero-cost) portfolio based on the VAR model and compare it analytically and empirically to that of other arbitrage portfolios.

3.1 Analytical comparison

In this section, we compare analytically the expected return of the VAR arbitrage portfolio to that of a contrarian and a momentum arbitrage portfolios considered in the literature.

---

10 We find that the predictability associated with the HiTec industry returns is explained by their high correlation to two of the Fama-French factors: market (MKT) and high-minus-low book-to-market (HML).
Figure 5
Four Individual Stocks
Panel (A) depicts the time evolution of the diagonal elements of the slope matrix, whereas Panel (B) depicts the time evolution of the off-diagonal elements of the slope matrix. The solid lines give the estimated value of these elements, and thicker lines indicate periods in which the elements are statistically significant.
3.1.1 The contrarian and momentum arbitrage portfolios. Lo and MacKinlay (1990) consider the following contrarian (“c”) arbitrage portfolio:

$$w_{c,t+1} = -\frac{1}{N} (r_t - r_{e,t})e,$$

where \(e \in \mathbb{R}^N\) is the vector of ones and \(r_{e,t} = e^\top r_t / N\) is the return of the equally weighted portfolio at time \(t\). Note that the weights of this portfolio add up to zero, and thus it is an arbitrage portfolio. Also, the portfolio weight for every stock is equal to the negative of the stock return in excess of the return of the equally weighted portfolio. That is, if a stock obtains a high return at time \(t\), then the contrarian portfolio assigns a negative weight to it for period \(t+1\), and hence this is a contrarian portfolio. Lo and MacKinlay (1990) show that the expected return of the contrarian arbitrage portfolio is

$$E[w_{c,t+1}^\top r_t] = C + O - \sigma^2(\mu),$$

where

$$C = \frac{1}{N^2} (e^\top \Gamma_1 e - tr(\Gamma_1)),$$

$$O = -\frac{N-1}{N^2} tr(\Gamma_1),$$

$$\sigma^2(\mu) = \frac{1}{N} \sum_{i=1}^{N} (\mu_i - \mu_m)^2,$$

and where \(\mu_i\) is the mean return on the \(i\)th stock; \(\mu_m\) is the mean return on the equally weighted portfolio; and “tr” denotes the trace of matrix. Equation (3) shows that the expected return of the contrarian arbitrage portfolio can be decomposed into three terms: a term \(C\), which captures the impact of the asset return cross-covariances (off-diagonal elements of \(\Gamma_1\)); a term \(O\), which captures the impact of autocovariances (diagonal elements of \(\Gamma_1\)); and a term \(\sigma^2(\mu)\), which captures the impact of unconditional mean returns.

Lo and MacKinlay (1990) use this decomposition to study whether contrarian profits can be attributed to overreaction, which they associate with the presence of negative stock return autocorrelations. Pan, Liano, and Huang (2004) use a similar approach to study the origin of momentum profits. Specifically, they consider the momentum arbitrage portfolio (“m”) obtained by reversing the sign of the contrarian arbitrage portfolio \((w_{m,t+1} = -w_{c,t+1} = (r_t - r_{e,t})/N)\), whose expected return is \(E[w_{m,t+1}^\top r_t] = -E[w_{c,t+1}^\top r_t] = -C + O + \sigma^2(\mu)\). In Section 3.2, we estimate \(C\) and \(O\) using daily return data for size and book-to-market portfolios, industry portfolios, and individual stocks, and discuss how our findings relate to those by Lo and MacKinlay (1990) and Pan, Liano, and Huang (2004).
3.1.2 The VAR arbitrage portfolio. We consider the following VAR ("v") arbitrage portfolio:
\[ w_{v,t+1} = \frac{1}{N} (a + Br_t - r_{vt}) e, \]
where \( a + Br_t \) is the VAR model forecast of the stock return at time \( t+1 \) conditional on the return at time \( t \), and \( r_{vt} = (a + Br_t) e / N \) is the VAR model prediction of the equally weighted portfolio return at time \( t+1 \) conditional on the return at time \( t \). Note that the weights of \( w_{v,t+1} \) add up to zero, and thus it is also an arbitrage portfolio. Also, the portfolio \( w_{v,t+1} \) assigns a positive weight to those assets whose VAR-based conditional expected return is above that of the equally weighted portfolio and a negative weight to the rest of the assets.

The following proposition gives the expected return of the VAR arbitrage portfolio and shows that it is positive in general. For tractability, in the proposition we assume we can estimate the VAR model exactly, but in our empirical analysis in Section 3.2, we estimate the VAR model from empirical data.

**Proposition 1.** Assume that \( r_t \) is a jointly covariance-stationary process with mean \( \mu = E[r_t] \), covariance matrix \( \Gamma_0 = E[(r_t - \mu)(r_t - \mu)^\top] \), and cross-covariance matrix \( \Gamma_1 = E[(r_{t-1} - \mu)(r_t - \mu)^\top] \). Assume also that the covariance matrix \( \Gamma_0 \) is positive definite. Finally, assume we can estimate the VAR model exactly; that is, let \( B = \Gamma_1^{\top} \Gamma_0^{-1} \) and \( a = (I - B) \mu \). Then,

1. The VAR arbitrage portfolio can be decomposed into the sum of an arbitrage portfolio \( w_{\Gamma} \) that exploits the serial dependence captured by the slope matrix \( B \), and an arbitrage portfolio \( w_{\mu} \) that exploits the cross-variance in unconditional mean returns. Specifically,
   \[ w_v = w_{\Gamma} + w_{\mu}, \]
   where
   \[ w_{\Gamma} = \frac{1}{N} \left( B (r_{t-1} - \mu) - \frac{e^\top B (r_{t-1} - \mu)}{N} e \right), \]
   \[ w_{\mu} = \frac{1}{N} \left( \mu - \frac{e^\top \mu}{N} e \right). \]

2. The expected return of the VAR arbitrage portfolio is
   \[ E[w_v^\top r_t] = E[w_{\Gamma}^\top r_t] + E[w_{\mu}^\top r_t], \]
   where
   \[ E[w_{\Gamma}^\top r_t] = \frac{\text{tr}(\Gamma_1^\top \Gamma_0^{-1} \Gamma_1)}{N} = \frac{e^\top \Gamma_1^\top \Gamma_0^{-1} \Gamma_1 e}{N^2} \geq 0, \]
   \[ E[w_{\mu}^\top r_t] = \sigma^2(\mu) \geq 0. \]
Part 1 of Proposition 1 shows that the VAR arbitrage portfolio can be decomposed into a portfolio $w_{\Gamma_1}$ that exploits the serial dependence captured by the slope matrix $B$ and a portfolio $w_{\mu}$ that exploits the cross-variance in unconditional mean returns. To see this, note that the arbitrage portfolio $w_{\Gamma_1}$ assigns a positive weight to assets whose VAR-based estimate of conditional mean returns in excess of the unconditional mean return (the term $B(r_{t-1} - \mu)^2$) is above that of the equally weighted portfolio (the term $(e^T B(r_{t-1} - \mu)/N)e$) and a negative weight to the rest of the assets. Also, the arbitrage portfolio $w_{\mu}$ assigns a positive weight to those assets whose unconditional mean return is above that of the equally weighted portfolio.

Part 2 of Proposition 1 shows that the expected return of $w_{\Gamma_1}$ depends only on the covariance matrix $\Gamma_0$ and the cross-covariance matrix $\Gamma_1$, and the expected return of $w_{\mu}$ depends exclusively on the unconditional mean returns. Moreover, the result shows that both arbitrage portfolios ($w_{\Gamma_1}$ and $w_{\mu}$) make a nonnegative contribution to the expected returns of the VAR arbitrage portfolio and that the expected return of the VAR arbitrage portfolio is strictly positive, except in the degenerate case in which the unconditional mean returns of all assets are identical.

Proposition 1 shows that the VAR arbitrage portfolio can always exploit the structure of the covariance and cross-covariance matrix, as well as that of the mean stock returns, to obtain a strictly positive expected return. This result contrasts with that obtained for the contrarian and momentum arbitrage portfolios. Essentially, the VAR arbitrage portfolio can exploit the autocorrelations and cross-correlations in stock returns regardless of their sign, whereas, as explained above, the expected return of the contrarian portfolio is positive if the autocorrelations are negative and the cross-correlations positive, and the expected return of the momentum portfolio is positive if the autocorrelations are positive and the cross-correlations negative.

The feature that distinguishes our VAR arbitrage portfolio from the contrarian and momentum arbitrage portfolios studied in the literature is that the VAR arbitrage portfolio exploits the full structure of the slope matrix $B$, whereas the contrarian and momentum arbitrage portfolios implicitly assume the slope matrix is a multiple of the identity matrix. Proposition 1 demonstrates that this feature allows the VAR arbitrage to exploit asset return cross-covariances and autocovariances regardless of their sign.

Note also that the cross-sectional variance of mean stock returns has a negative impact on the expected return of the contrarian portfolio, but it has a positive impact on the expected return of the VAR and momentum portfolios. The reason for this is that the contrarian portfolio assigns a negative weight to those assets whose realized return at time $t$ is above that of the equally weighted portfolio.
portfolio, and as a result, the contrarian portfolio assigns a negative weight to assets with a mean return that is above average.

The following proposition shows that the portfolio $w_{\Gamma}$ can be further decomposed into a portfolio $w_{C_t}$ that depends only on the off-diagonal elements of $\Gamma$, and a portfolio $w_{O_t}$ that depends only on the diagonal elements of $\Gamma$. We will use this result in Section 3.2 to test whether the gains associated with the VAR arbitrage portfolio arise from cross-covariances or autocovariances.

**Proposition 2.** Let the assumptions of Proposition hold. Then the arbitrage portfolio $w_{\Gamma_t}$ can be decomposed into the sum of two arbitrage portfolios: an arbitrage portfolio $w_{C_t}$ that exploits cross-covariances of returns (off-diagonal elements of $\Gamma$) and an arbitrage portfolio $w_{O_t}$ that exploits autocovariances of returns (diagonal elements of $\Gamma$). Specifically, $w_{\Gamma_t} = w_{C_t} + w_{O_t}$, where

$$w_{C_t} = \frac{1}{N} \left( B_C (r_{t-1} - \mu) - \frac{e^T B_C (r_{t-1} - \mu)}{N} e \right),$$

$$w_{O_t} = \frac{1}{N} \left( B_O (r_{t-1} - \mu) - \frac{e^T B_O (r_{t-1} - \mu)}{N} e \right),$$

where $B_C^T = \Gamma_0^{-1} (\Gamma_1 - \text{diag}(\Gamma_1))$ depends only on the off-diagonal elements of $\Gamma$, $B_O = \Gamma_0^{-1} \text{diag}(\Gamma_1)$ depends only on the diagonal elements of $\Gamma$, and $B^T = \Gamma_0^{-1} \Gamma_1 = B_C^T + B_O^T$.

### 3.1.3 Identifying the origin of predictability using principal components.

We now use principal-component analysis to identify the origin of the predictability in asset returns exploited by the VAR arbitrage portfolio. Specifically, we show that the ability of the VAR arbitrage portfolio to generate positive expected returns can be traced back to the ability of the principal components to forecast which assets will perform well and which will perform poorly in the next period.

To see this, note that given a symmetric and positive definite covariance matrix $\Gamma_0$, we have that $\Gamma_0 = Q \Lambda_0 Q^T$, where $Q$ is an orthogonal matrix ($QQ^T = I$) whose columns are the principal components of $\Gamma_0$, and $\Lambda_0$ is a diagonal matrix whose elements are the variances of the principal components. Therefore, the VAR model in Equation (11) can be rewritten as $r_{t+1} = a + B Q Q^T r_t + \epsilon_{t+1} = a + \hat{B} p_t + \epsilon_{t+1}$, where $p_t = Q^T r_t \in \mathbb{R}^N$ is the return of the principal components at time $t$, and $\hat{B} = BQ$ is the slope matrix expressed in the reference frame defined by the principal components of the covariance matrix.

Please note that $w_{C,t}$ and $w_{C_t}$ refer to different portfolios: $w_{C,t}$ denotes the contrarian arbitrage portfolio of Lo and MacKinlay (1990), whereas $w_{C_t}$ denotes the arbitrage portfolio that exploits the cross-covariances of returns (off-diagonal elements of $\Gamma$)
Proposition 3. Let the assumptions in Proposition 1 hold, then the expected return of the VAR arbitrage portfolio can be written as

\[ E[w^\top_{t+1} r_t] = \frac{N-1}{N} \sum_j \lambda_j \text{var}(\hat{B}_{ij}) + \sigma^2(\mu), \]

where \( \lambda_j \) is the variance of the \( j \)th principal component of the covariance matrix \( \Gamma_0 \), and \( \text{var}(\hat{B}_{ij}) \) is the variance of the elements in the \( j \)th column of matrix \( \hat{B} \).

Proposition 3 shows that the VAR arbitrage portfolio attains a high expected return when the variances of the columns of \( \hat{B} \) multiplied by the variances of the corresponding principal components are high. The main implication of this result is that the information provided by today’s return on the \( j \)th principal component is particularly useful when it has a variable impact on tomorrow’s returns on the different assets, that is, when the variance of the \( j \)th column of \( \hat{B} \) is high. Clearly, when this occurs, today’s return on the \( j \)th principal component allows us to discriminate between assets we should go long and assets we should short. Moreover, if the variance of the \( j \)th principal component is high, then its realized values will lie in a larger range and this will also allow us to realize higher expected returns with the VAR arbitrage portfolios.

Finally, note that the results in Proposition 3 can be used to identify empirically the origin of the predictability exploited by the arbitrage VAR portfolio by estimating the principal components that contribute most to its expected return. For instance, for the size and book-to-market portfolio datasets, we find that the principal components with the highest contributions are a portfolio long on big-stock portfolios and short on small-stock portfolios, and a portfolio long on value-stock portfolios and short on growth-stock portfolios; and for the industry dataset, we find that the principal component with the highest contribution is long on the HiTec industry portfolio and short on the other industries.

3.1.4 Identifying the origin of predictability using factor models. Another approach to understand the origin of the predictability exploited by the VAR arbitrage portfolio is to consider a lagged-factor model instead of the VAR model. For instance, one could consider the following lagged-factor model:

\[ r_t = a^f + B^f f_t + \epsilon^f_{t+1}, \]

(13)

where \( a^f \in \mathbb{R}^N \) is the vector of intercepts; \( B^f \in \mathbb{R}^{N \times F} \) is the matrix of slopes; \( f_t \in \mathbb{R}^F \) is the factor return vector for period \( t \); and \( \epsilon^f_{t+1} \) is the error vector. This model will be particularly revealing when we choose factors that have a clear economic interpretation, such as the Fama-French and momentum factors.

We then consider the following lagged-factor arbitrage portfolio:

\[ w_{f,t+1} = \frac{1}{N} (a^f + B^f f_t - r_{f,t}) e \],

where \( a^f + B^f f_t \) is the lagged-factor model forecast of the stock return at time \( t+1 \) conditional on the factor return at time \( t \), and \( r_{f,t} = (a^f + B^f f_t)^\top e / N \) is the
lagged-factor model prediction of the equally weighted portfolio return at time \( t + 1 \) conditional on the factor return at time \( t \).

The following proposition gives the result corresponding to Proposition 3 in the context of the easier-to-interpret lagged-factor model.

**Proposition 4.** Assume that \( r_t \) is the jointly covariance-stationary process described in (13), that the factor covariance matrix \( \Gamma_0^f = \mathbb{E}(\mathbf{f}_t^\top (f_t - \mu_f)) \) is positive definite, and that we can estimate the lagged-factor model exactly. Then the expected return of the lagged-factor arbitrage portfolio is

\[
E[w_{vi}^\top r_t] = \frac{N - 1}{N} \sum_j \lambda_j^f \text{var}(\hat{B}_j^f) + \sigma^2(\mu),
\]

where \( \lambda_j^f \) is the variance of the \( j \)th principal component of the factor covariance matrix \( \Gamma_0^f \); \( \text{var}(\hat{B}_j^f) \) is the variance of the elements in the \( j \)th column of matrix \( \hat{B}^f \); and \( \hat{B}^f \) is the slope matrix expressed in the frame of reference defined by the principal components for the factor covariance matrix; that is, \( \hat{B}^f = B^f Q \), where \( Q \) is the matrix whose columns are the principal components of the factor covariance matrix.

Proposition 4 shows that the ability of the lagged-factor arbitrage portfolio to generate positive expected returns can be traced back to the ability of the principal components of the factor covariance matrix to forecast which stocks will perform well and which will perform poorly in the next period. Moreover, because it is reasonable to expect that the factors will be relatively uncorrelated, in which case the principal components coincide with the factors, the predictability can be traced back to the ability of the factors to provide a discriminating forecast of which stocks will perform well and which will perform poorly in the next period.

### 3.2 Empirical comparison

In this section, we compare empirically the performance of the conditional VAR arbitrage portfolio to those of the contrarian and momentum arbitrage portfolios. We first compare in-sample expected returns using the results in Sections 3.1.1 and 3.1.2. We then compare the out-of-sample expected returns and Sharpe ratios of the different arbitrage portfolios, using the rolling horizon methodology described in Section 1.2. Finally, we compare the out-of-sample performance in the presence of transaction costs.

#### 3.2.1 In-sample comparison of performance.

Panel A of Table II gives the in-sample expected return of the contrarian, momentum, and VAR arbitrage portfolios. For the contrarian and momentum portfolios, we report also the in-sample contribution to expected returns of the cross-covariances, \( C \), which is defined in Equation (3); the in-sample contribution of autocovariances, \( O \),
Table 1
Empirical results for arbitrage (zero-cost) portfolios

<table>
<thead>
<tr>
<th>Quantity/strategy</th>
<th>6FF</th>
<th>25FF</th>
<th>10Ind</th>
<th>48Ind</th>
<th>100CRSP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel A: In-sample expected returns</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>1.1817</td>
<td>1.4719</td>
<td>0.4569</td>
<td>0.7531</td>
<td>−0.1763</td>
</tr>
<tr>
<td>$\sigma^2(x)$</td>
<td>−1.4050</td>
<td>−1.7076</td>
<td>−0.8773</td>
<td>−1.9163</td>
<td>0.4915</td>
</tr>
<tr>
<td>Contrarian</td>
<td>0.0017</td>
<td>0.0019</td>
<td>0.0003</td>
<td>0.0007</td>
<td>0.0028</td>
</tr>
<tr>
<td>Momentum</td>
<td>−0.2250</td>
<td>−0.2376</td>
<td>−0.4207</td>
<td>−0.2640</td>
<td>0.3124</td>
</tr>
<tr>
<td>VAR cross ($E[w_{\sigma}r_t]$)</td>
<td>0.0304</td>
<td>0.2657</td>
<td>0.0608</td>
<td>0.3057</td>
<td>0.8922</td>
</tr>
<tr>
<td>VAR auto ($E[w_{\sigma}r_t]$)</td>
<td>0.0342</td>
<td>0.0448</td>
<td>0.0297</td>
<td>0.0277</td>
<td>0.0556</td>
</tr>
<tr>
<td>VAR mean ($E[w_{\sigma}r_t]$)</td>
<td>0.0017</td>
<td>0.0019</td>
<td>0.0003</td>
<td>0.0007</td>
<td>0.0028</td>
</tr>
<tr>
<td>VAR total ($E[w_{\sigma}r_t]$)</td>
<td>0.0662</td>
<td>0.3125</td>
<td>0.0907</td>
<td>0.3341</td>
<td>0.9506</td>
</tr>
<tr>
<td>Panel B: Out-of-sample expected returns</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contrarian</td>
<td>−0.1932</td>
<td>−0.1865</td>
<td>−0.4002</td>
<td>−0.2796</td>
<td>0.2289</td>
</tr>
<tr>
<td>Momentum</td>
<td>−0.1932</td>
<td>0.1865</td>
<td>0.4002</td>
<td>0.2796</td>
<td>0.2289</td>
</tr>
<tr>
<td>VAR cross ($E[w_{\sigma}r_t]$)</td>
<td>−0.3982</td>
<td>0.2088</td>
<td>−0.0675</td>
<td>0.2135</td>
<td>0.4848</td>
</tr>
<tr>
<td>VAR auto ($E[w_{\sigma}r_t]$)</td>
<td>0.6898</td>
<td>0.1818</td>
<td>0.5024</td>
<td>0.2310</td>
<td>0.0326</td>
</tr>
<tr>
<td>VAR mean ($E[w_{\sigma}r_t]$)</td>
<td>0.0114</td>
<td>0.0086</td>
<td>−0.0028</td>
<td>0.0029</td>
<td>−0.0071</td>
</tr>
<tr>
<td>VAR total ($E[w_{\sigma}r_t]$)</td>
<td>0.3031</td>
<td>0.3992</td>
<td>0.4321</td>
<td>0.4475</td>
<td>0.5102</td>
</tr>
<tr>
<td>Panel C: Out-of-sample Sharpe ratios, no transaction costs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contrarian</td>
<td>−2.0804</td>
<td>−2.2784</td>
<td>−3.0846</td>
<td>−2.1028</td>
<td>0.9719</td>
</tr>
<tr>
<td>Momentum</td>
<td>−2.0804</td>
<td>2.2784</td>
<td>3.0846</td>
<td>2.1028</td>
<td>−0.9719</td>
</tr>
<tr>
<td>VAR mean ($E[w_{\sigma}r_t]$)</td>
<td>0.2639</td>
<td>0.6049</td>
<td>−0.0092</td>
<td>0.2522</td>
<td>−0.5281</td>
</tr>
<tr>
<td>VAR total ($E[w_{\sigma}r_t]$)</td>
<td>3.5979</td>
<td>4.8768</td>
<td>3.9208</td>
<td>4.0031</td>
<td>3.1908</td>
</tr>
<tr>
<td>Panel D: Out-of-sample Sharpe ratios, transaction costs of 5 bps</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contrarian</td>
<td>−5.4935</td>
<td>−6.3778</td>
<td>−5.5978</td>
<td>−4.4862</td>
<td>−0.5437</td>
</tr>
<tr>
<td>Momentum</td>
<td>−1.3347</td>
<td>−1.8089</td>
<td>0.5702</td>
<td>−0.4803</td>
<td>−2.4901</td>
</tr>
<tr>
<td>VAR mean ($E[w_{\sigma}r_t]$)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
</tr>
<tr>
<td>VAR total ($E[w_{\sigma}r_t]$)</td>
<td>0.4241</td>
<td>1.5140</td>
<td>1.2890</td>
<td>1.2275</td>
<td>1.0878</td>
</tr>
<tr>
<td>Panel E: Out-of-sample Sharpe ratios, transaction costs of 10 bps</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contrarian</td>
<td>−8.8374</td>
<td>−10.4510</td>
<td>−8.0969</td>
<td>−7.2657</td>
<td>−2.0578</td>
</tr>
<tr>
<td>Momentum</td>
<td>−4.6822</td>
<td>−5.8457</td>
<td>−1.9324</td>
<td>−3.0595</td>
<td>−4.0865</td>
</tr>
<tr>
<td>VAR mean ($E[w_{\sigma}r_t]$)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
</tr>
<tr>
<td>VAR total ($E[w_{\sigma}r_t]$)</td>
<td>−2.5957</td>
<td>−1.6899</td>
<td>−1.3234</td>
<td>−1.5232</td>
<td>−1.0077</td>
</tr>
</tbody>
</table>

This table reports the in-sample and out-of-sample characteristics of the different arbitrage portfolios for the five datasets considered. Panel A gives the in-sample expected returns of the contrarian, momentum, and VAR arbitrage portfolios, which are calculated using the results in Section 3. Panel B reports the out-of-sample expected returns of the different portfolios. Panels C and D report the out-of-sample Sharpe ratio of the different arbitrage portfolios for the five datasets considered, in the presence of transaction costs of 0, 5, and 10 basis points, respectively, together with the $p$-values that the Sharpe ratios for the different portfolios are different from those for the corresponding VAR arbitrage portfolio.
defined in (5); and the in-sample contribution of the cross-variance of mean returns, \( \sigma^2(\mu) \), defined in (6). For the VAR arbitrage portfolio, based on the results in Propositions 1 and 2, we report the in-sample expected return of the arbitrage portfolio that exploits cross-covariances \( E[w^C_r r_t] \), the arbitrage portfolio that exploits autocovariances \( E[w^O_r r_t] \), and the arbitrage portfolio that exploits the cross-variance in unconditional mean returns \( E[w^\mu_r r_t] \).

Comparing the term \( C \), which captures the impact of cross-covariances on the expected return of the momentum and contrarian portfolios, with the term \( O \), which captures the impact of autocovariances, we find that for all our datasets, these two terms have opposite signs and that the absolute impact of the autocovariances is substantially larger than that of the cross-covariances. In addition, we find that the cross-variance of mean returns \( \sigma^2(\mu) \) is very small. This implies that autocovariances are mostly responsible for the profitability of the contrarian and momentum arbitrage portfolios for the datasets we consider. We also notice that for the datasets containing portfolio returns (6FF, 25FF, 10Ind, and 48 Ind), \( O \) is negative (that is, the autocovariances are positive), and for the dataset with individual stocks (100CRSP), \( O \) is positive (that is, the autocovariances are negative). Consequently, the momentum arbitrage portfolio attains a positive expected return for the four datasets containing portfolio returns, whereas the contrarian portfolio has a positive expected return for the dataset containing individual stock returns.

Our results confirm the analysis of Pan, Liano, and Huang (2004, their Table 3), who find that for weekly data on industry portfolio returns, the cross-covariances and autocovariances have offsetting impacts on the expected return of a momentum arbitrage portfolio, with the impact of the autocovariances being larger. We find that this holds also for daily return data for industry portfolios, as well as for size-and-book-to-market portfolios. Pan, Liano, and Huang (2004) suggest that their results support the behavioral explanation for momentum profits based on investor underreaction (for models of investor underreaction and overreaction, see Barberis, Shleifer, and Vishny 1998; Daniel, Hirshleifer, and Subrahmanyam 1998; Hong and Stein 1999). Our results provide some further support for this behavioral explanation in the context of daily return data for industry and size-and-book-to-market portfolios.

However, our results are in contrast to those of Lo and MacKinlay (1990, their Table 3), who find that for weekly return data on individual stocks, the terms \( C \) and \( O \) have the same sign and similar magnitude. Panel A of Table [1] shows that for daily return data on individual stocks, these two terms have opposite signs and that the autocovariances explain most of the profitability of a contrarian arbitrage portfolio. Moreover, for weekly return data on individual

---

14 To make a fair comparison (both in sample and out of sample) between the expected return of the different arbitrage portfolios, we normalize the arbitrage portfolios so that the sum of all positive weights equals one for all portfolios. We have tested also the raw (nonnormalized) arbitrage portfolios, and the insights are similar.
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stocks (not reported in the paper), we find that $C$ is close to zero, and thus the autocovariances again explain most of the profitability of the contrarian portfolio.

The difference between our results and those of Lo and MacKinlay (1990) may be explained by the fact that we consider only stocks that were part of the S&P 500 index at some point between 1992 and 2011. In contrast, Lo and MacKinlay (1990) consider all stocks in NYSE-AMEX, including many small stocks. Consequently, their sample captures lead-lag relations among big and small stocks that we may not capture. Lo and MacKinlay (1990) interpret their findings as showing that it is not just overreaction that explains short-term contrarian profits in individual stock returns (for a discussion of overreaction, see DeBondt and Thaler 1985). Our results, however, suggest that overreaction is driving most of the profits when one applies the contrarian strategy to large stocks, such as those in the S&P 500 index.

Panel A of Table 1 demonstrates that, unlike the contrarian and momentum arbitrage portfolio, the VAR arbitrage portfolio manages to exploit both the cross-covariances and autocovariances in asset returns. To see this, note that the expected return of both the arbitrage portfolio that exploits cross-covariances $E[w_C r_t]$, and the arbitrage portfolio that exploits autocovariances $E[w_O r_t]$, are strictly positive for all datasets. Finally, note that the in-sample expected return of the VAR arbitrage portfolio is larger than that of the contrarian portfolio for every dataset. Comparing the VAR arbitrage portfolio with the momentum portfolio, we observe that the VAR arbitrage portfolio outperforms the momentum arbitrage portfolio for the three datasets with large number of assets (25FF, 48Ind, and 100CRSP).

3.2.2 Out-of-sample comparison of performance. Panel B of Table 1 reports the out-of-sample expected return of the contrarian, momentum, and VAR arbitrage portfolios, as well as those of portfolios $w_C$, $w_O$, and $w_{\mu\tau}$. Similar to the case of in-sample expected returns, we find that the out-of-sample expected return of the contrarian arbitrage portfolio is positive only for the dataset with individual stock returns, whereas the expected return of the momentum arbitrage portfolio is positive for the datasets with portfolio returns. We also find that the out-of-sample expected return of the VAR arbitrage portfolio is larger than that of the contrarian and momentum portfolios for every dataset. Moreover, the out-of-sample expected return of the portfolio that exploits autocovariances ($w_O$) is positive for every dataset, and that of the portfolio that exploits cross-covariances ($w_C$) is positive for the three datasets with the largest number of assets (25FF, 48Ind, and 100CRSP). This again shows that, unlike the contrarian and momentum arbitrage portfolios, the VAR arbitrage portfolio generally manages to exploit both the autocovariances and cross-covariances of asset returns. Finally, we find that the out-of-sample expected return of the portfolio that exploits the cross-variance in unconditional mean returns is very small.
Panel C of Table 1 reports the out-of-sample Sharpe ratio of the contrarian, momentum, and VAR arbitrage portfolios computed using the rolling-horizon methodology described in Section 1.2 together with the p-values that the Sharpe ratios for the contrarian and unconditional arbitrage portfolios are different from that for the VAR arbitrage portfolio. The relative performance of the different arbitrage portfolios in terms of out-of-sample Sharpe ratios is similar to that in terms of expected returns. The VAR arbitrage portfolio outperforms the contrarian and momentum arbitrage portfolio in terms of out-of-sample Sharpe ratio for every dataset, with the difference being statistically significant. Finally, we find that the VAR arbitrage portfolio substantially outperforms the portfolio that exploits the cross-variance in unconditional mean returns ($\mu_t$) for every dataset.

Panels D and E of Table 1 report the out-of-sample Sharpe ratios of the different arbitrage portfolios in the presence of transaction costs of 5 and 10 basis points. We observe that the VAR arbitrage portfolio outperforms the contrarian and momentum arbitrage portfolios even in the presence of transaction costs. We also observe that the VAR arbitrage portfolio is profitable in the presence of transaction costs of at most 5 basis points, whereas the contrarian and momentum arbitrage portfolios generally attain negative Sharpe ratios in the presence of transaction costs of 5 basis points. However, for a transaction cost of 10 basis points, none of these strategies are profitable.

4. Analysis of VAR Mean Variance Portfolios

In this section, we describe the various investment (positive-cost) portfolios that we consider, and we compare their out-of-sample performance for the five datasets listed in Section 1.1. Section 4.1 discusses portfolios that ignore stock return serial dependence, and Section 4.2 describes portfolios that exploit stock return serial dependence. Then in Section 4.3 we characterize the proportion of the gains from exploiting serial dependence in stock returns that comes from exploiting autocovariances and the proportion that comes from exploiting cross-covariances. In Section 4.4, we use a lagged-factor model to identify the origin of the predictability in stock returns exploited by the conditional portfolios.

15 French (2008, 1,553) estimates that the trading cost in 2006, including “total commissions, bid-ask spreads, and other costs investors pay for trading services,” and he finds that these costs have dropped significantly over time: “from 146 basis points in 1980 to a tiny 11 basis points in 2006.” His estimate is based on stocks traded on NYSE, AMEX, and NASDAQ, whereas the stocks that we consider in our CRSP datasets are limited to those that are part of the S&P 500 index. Note also that the trading cost in French, and in earlier papers estimating this cost, is the cost paid by the average investor, while what we have in mind is a professional trading firm that presumably pays less than the average investor.

16 Note that in the presence of transaction costs, the out-of-sample Sharpe ratio of the momentum arbitrage portfolio is no longer the negative of the out-of-sample Sharpe ratio of the contrarian portfolio.
4.1 Portfolios that ignore stock return serial dependence

We describe below three portfolios that do not take into account serial dependence in stock returns: the equally weighted (1/N) portfolio, the shortsale-constrained minimum-variance portfolio, and the norm-constrained mean-variance portfolio.

4.1.1 The 1/N portfolio. The 1/N portfolio studied by DeMiguel, Garlappi, and Uppal (2009) is simply the portfolio that assigns an equal weight to all \( N \) stocks. In our evaluation, we consider the 1/N portfolio with rebalancing; that is, we rebalance the portfolio every day so that the weights for every asset are equal.

4.1.2 The shortsale-constrained minimum-variance portfolio. The shortsale-constrained minimum-variance portfolio is the solution to the problem

\[
\min_w \ w^\top \Sigma w, \quad \text{s.t.} \quad w^\top e = 1, \quad w \geq 0, \quad \Sigma \in \mathbb{R}^{N \times N} \text{ is the covariance matrix of stock returns; } \Sigma w \text{ is the portfolio return variance; the constraint } w^\top e = 1 \text{ ensures that the portfolio weights sum up to one; and the constraint } w \geq 0 \text{ precludes any short positions.}^{17}
\]

For our empirical evaluation, we use the shortsale-constrained minimum-variance portfolio computed by solving problem (14)–(16) after replacing the covariance matrix by the shrinkage estimator proposed by Ledoit and Wolf (2003).^{18}

4.1.3 The norm-constrained mean-variance portfolio. The mean-variance portfolio is the solution to

\[
\min_w \ w^\top \Sigma w - \frac{1}{\gamma} w^\top \mu, \quad \text{s.t.} \quad w^\top e = 1, \quad \mu \text{ is the mean stock return vector, and } \gamma \text{ is the risk-aversion parameter. Because the weights of the unconstrained mean-variance portfolio estimated}
\]

---

17 We focus on the shortsale-constrained minimum-variance portfolio because the unconstrained minimum-variance portfolio for our datasets typically includes large short positions that are associated with high costs. Nevertheless, we have replicated all of our analysis using also the unconstrained minimum-variance portfolio and the relative performance of the different portfolios is similar.

18 We use an estimation window of 1,000 days, resulting in reasonably stable estimators, while allowing for a reasonably long time series of out-of-sample returns for performance evaluation.
from empirical data tend to take extreme values that fluctuate over time and result in poor out-of-sample performance (see DeMiguel, Garlappi, and Uppal 2009), we report the results only for constrained mean-variance portfolios.

Specifically, we consider a 1-norm-constraint on the difference between the mean-variance portfolio and the benchmark shortsale-constrained minimum-variance portfolio (see DeMiguel et al. 2009 for an analysis of norm constraints in the context of portfolio selection).\(^\text{19}\) Specifically, we compute the norm-constrained mean-variance portfolios by solving problem (17)–(18) after imposing the additional constraint that the norm of the difference between the mean-variance portfolio and the shortsale-constrained minimum-variance portfolio is smaller than a certain threshold \(\delta\); that is, after imposing that \(\|w - w_0\|_1 = \sum_{i=1}^{N} |w_i - (w_0)_i| \leq \delta\), where \(w_0\) is the shortsale-constrained minimum-variance portfolio. We use the shortsale-constrained minimum-variance portfolio as the target because of the stability of its portfolio weights. We consider three values of the threshold parameter: \(\delta_1 = 2.5\%\), \(\delta_2 = 5\%\), and \(\delta_3 = 10\%\). Thus, for the case in which the norm constraint has a threshold of 2.5\% and the benchmark is the shortsale-constrained minimum-variance portfolio, the sum of all negative weights in the norm-constrained conditional portfolios must be smaller than 2.5\%.

For our empirical evaluation, we compute the norm-constrained (unconditional) mean-variance portfolio by solving problem (17)–(18) after replacing the mean stock return vector by its sample estimate and the covariance matrix by the shrinkage estimator of Ledoit and Wolf (2003). We consider values of the risk-aversion parameter \(\gamma = \{1, 2, 10\}\), but our main insights are robust to the value of the risk-aversion parameter and thus to conserve space we report the results for only \(\gamma = 2\).

4.1.4 Empirical performance. Panel A of Table 2 gives the out-of-sample Sharpe ratio of the portfolios that ignore serial dependence in stock returns together with the \(p\)-value that the Sharpe ratio is different from that of the shortsale-constrained minimum-variance portfolio. We observe that the minimum-variance portfolio attains a substantially higher out-of-sample Sharpe ratio than the equally weighted portfolio for all datasets except the 100CRSP dataset, where the two portfolios achieve a similar Sharpe ratio. The explanation for the good performance of the shortsale-constrained minimum-variance portfolio is that the estimator of the covariance matrix we use (the shrinkage estimator of Ledoit and Wolf (2003)) is a very accurate estimator and, as a result, the performance of the minimum-variance portfolio is very good.\(^\text{20}\)

---

\(^{19}\) We have also considered imposing shortsale constraints, instead of norm-constraints, on the conditional mean-variance portfolio, but we find that the resulting conditional portfolios have very high turnover, so we do not report the results to conserve space.

\(^{20}\) We have also computed the Sharpe ratio of the market portfolio, using the market factor data from Ken French’s Web site, and we find that for the first four datasets, which cover the period 1970–2011, the market portfolio...
Note that one could also use the norm-constrained unconditional mean-variance portfolio as the benchmark, but because our norm-constraints impose a restriction on the difference between the computed portfolio weights and the weights of the shortsale-constrained minimum-variance portfolio, it makes more sense to use the shortsale-constrained minimum-variance portfolio as the benchmark. However, in our discussion below we also explain how the norm-constrained conditional portfolios perform compared to the norm-constrained unconditional mean-variance portfolios.
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Table 3
Turnovers for investment (positive-cost) portfolios

<table>
<thead>
<tr>
<th>Strategy</th>
<th>6FF</th>
<th>25FF</th>
<th>10Ind</th>
<th>48Ind</th>
<th>100CRSP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel A. Portfolios that ignore stock return serial dependence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/N</td>
<td>0.0027</td>
<td>0.0031</td>
<td>0.0044</td>
<td>0.0065</td>
<td>0.0144</td>
</tr>
<tr>
<td>Minimum variance</td>
<td>0.0042</td>
<td>0.0097</td>
<td>0.0049</td>
<td>0.0196</td>
<td>0.0232</td>
</tr>
<tr>
<td>Unconditional mean variance portfolio</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Norm cons. ($\delta_1$)</td>
<td>0.0043</td>
<td>0.0097</td>
<td>0.0049</td>
<td>0.0196</td>
<td>0.0232</td>
</tr>
<tr>
<td>Norm cons. ($\delta_2$)</td>
<td>0.0049</td>
<td>0.0097</td>
<td>0.0068</td>
<td>0.0196</td>
<td>0.0251</td>
</tr>
<tr>
<td>Norm cons. ($\delta_3$)</td>
<td>0.0067</td>
<td>0.0122</td>
<td>0.0106</td>
<td>0.0228</td>
<td>0.0310</td>
</tr>
<tr>
<td>Panel B. Portfolios that exploit stock return serial dependence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conditional mean variance portfolio from VAR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Norm cons. ($\delta_1$)</td>
<td>0.0209</td>
<td>0.0135</td>
<td>0.0168</td>
<td>0.0223</td>
<td>0.0261</td>
</tr>
<tr>
<td>Norm cons. ($\delta_2$)</td>
<td>0.0479</td>
<td>0.0363</td>
<td>0.0476</td>
<td>0.0593</td>
<td>0.0562</td>
</tr>
<tr>
<td>Norm cons. ($\delta_3$)</td>
<td>0.1059</td>
<td>0.1075</td>
<td>0.1100</td>
<td>0.1487</td>
<td>0.1237</td>
</tr>
<tr>
<td>Conditional mean variance portfolio from NAR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Norm cons. ($\delta_1$)</td>
<td>0.0263</td>
<td>0.0131</td>
<td>0.0286</td>
<td>0.0213</td>
<td>0.0333</td>
</tr>
<tr>
<td>Norm cons. ($\delta_2$)</td>
<td>0.0594</td>
<td>0.0436</td>
<td>0.0733</td>
<td>0.0560</td>
<td>0.0828</td>
</tr>
<tr>
<td>Norm cons. ($\delta_3$)</td>
<td>0.1308</td>
<td>0.1395</td>
<td>0.1606</td>
<td>0.1713</td>
<td>0.2011</td>
</tr>
</tbody>
</table>

This table reports the daily turnovers for the different investment portfolios and datasets.

4.2 Portfolios that exploit stock return serial dependence

We consider two portfolios that exploit stock return serial dependence. The first portfolio is the conditional mean-variance portfolio of an investor who believes stock returns follow the VAR model. This portfolio relies on the assumption that stock returns in consecutive periods are linearly related. We also consider a portfolio that relaxes this assumption. Specifically, we consider the conditional mean-variance portfolio of an investor who believes stock returns follow a nonparametric autoregressive (NAR) model, which does not require that stock returns be linearly related.

Because it is well known that conditional mean-variance portfolios estimated from historical data have extreme weights that fluctuate substantially over time and have poor out-of-sample performance, we will consider only norm-constrained conditional mean-variance portfolios. Specifically, we consider a 1-norm-constraint on the difference between the conditional mean-variance portfolio and the benchmark shortsale-constrained minimum-variance portfolio.

4.2.1 The conditional mean-variance portfolio from the VAR model. One way to exploit serial dependence in stock returns is to use the conditional mean-variance portfolios based on the VAR model. These portfolios are optimal for a myopic investor (who cares only about the returns tomorrow and) who believes stock returns follow a linear VAR model. They are computed by solving problem (17)–(18) after replacing the mean and covariance matrix of asset returns with their conditional estimators obtained from the VAR model. Specifically, these portfolios are computed from the mean of tomorrow’s stock return conditional on today’s stock return: $\mu_Y = a + Br_t$, where $a$ and $B$ are the ridge-regression
estimators of the coefficients of the VAR model obtained from historical data and the conditional covariance matrix of tomorrow’s stock returns:

$$\Sigma_\nu = \frac{1}{\tau} \sum_{i=t-\tau+1}^{t} (r_i - a - Br_{i-1})(r_i - a - Br_{i-1})^T.$$ 

In addition, we apply the shrinkage approach of Ledoit and Wolf (2003) to obtain a more stable estimator of the conditional covariance matrix. Moreover, to control the turnover of the resulting portfolios, we impose a 1-norm constraint on the difference with the weights of the shortsale-constrained minimum-variance portfolio. As in the case of the unconditional portfolios, we evaluate the performance of the conditional portfolios for values of the risk-aversion parameter $\gamma = \{1, 2, 10\}$, but the insights are robust to the value of the risk-aversion parameter, and thus, we report the results only for the case of $\gamma = 2$.

### 4.2.2 The conditional mean-variance portfolio from the NAR model.

One assumption underlying the VAR model is that the relation among stock returns in consecutive periods is linear. To gauge the effect of this assumption, we consider a nonparametric autoregressive (NAR) model. We focus on the nonparametric technique known as nearest-neighbor regression. Essentially, we find the set of, say, 50 historical dates when asset returns were closest to today’s asset returns, and we term these 50 historical dates the “nearest neighbors.” We then use the empirical distribution of the 50 days following the 50 nearest-neighbor dates as our conditional empirical distribution of stock returns for tomorrow, conditional on today’s stock returns. The main advantage of this nonparametric approach is that it does not assume that the time serial dependence in stock returns is of a linear type, and in fact, it does not make any assumptions about the type of relation between them. The conditional mean-variance portfolios from NAR are the optimal portfolios of a myopic investor who believes stock returns follow a nonparametric autoregressive (NAR) model.

The conditional mean-variance portfolios based on the NAR model are obtained by solving the problem (17)–(18) after replacing the mean and covariance matrix of asset returns with their conditional estimators obtained from the NAR model. That is, we use the mean of tomorrow’s stock return conditional on today’s return:

$$\mu_N = \frac{1}{k} \sum_{i=1}^{k} r_{t_i + 1},$$

where $t_i$ for $i = 1, 2, \ldots, k$ are the time indexes for the $k$ nearest neighbors in the historical time series of stock returns and the covariance matrix of tomorrow’s stock returns:

$$\Sigma_\nu = \frac{1}{\tau} \sum_{i=t-\tau+1}^{t} (r_i - a - Br_{i-1})(r_i - a - Br_{i-1})^T.$$
The stock return conditional on today’s return:
\[
\Sigma_N = \frac{1}{k-1} \sum_{i=1}^{k} (r_{t_i+1} - \mu_N)(r_{t_i+1} - \mu_N)^\top.
\]

In addition, we apply the shrinkage approach of Ledoit and Wolf (2003) to obtain a more stable estimator of the conditional covariance matrix. Moreover, to control the turnover of the resulting portfolios, we focus on the case 1-norm-constrained on the difference with the weights of the shortsale-constrained minimum-variance portfolio. As before, we report results for the risk aversion parameter \( \gamma = 2 \).

Sections 4.2.3 and 4.2.4 discuss the performance of the portfolios described above in the absence and presence of proportional transaction costs, respectively.

### 4.2.3 Empirical performance.

Panel B in Table 2 gives the out-of-sample Sharpe ratios of the portfolios that exploit serial dependence in stock returns. Our main observation is that both the VAR and NAR portfolios that exploit stock return serial dependence substantially outperform the three traditional (unconditional) portfolios in terms of the out-of-sample Sharpe ratio. For instance, the norm-constrained conditional mean-variance portfolio from VAR substantially outperforms the shortsale-constrained minimum-variance portfolio for all datasets, and the difference in performance widens as we relax the norm constraint from \( \delta_1 = 2.5\% \) to \( \delta_3 = 10\% \). We also note that the performance of the conditional portfolios from the VAR and NAR models is similar for the datasets with a small number of assets, but the portfolios from the VAR model outperform the portfolios from the nonparametric approach for the largest datasets (48Ind and 100CRSP). This is not surprising as it is well known that the performance of the nonparametric nearest-neighbor approach relative to that of the parametric linear approach deteriorates with the number of explanatory variables (see Hastie et al. 2005, their Section 7.3).

Table 3 gives the turnover of the various portfolios we study. We observe that imposing norm-constraints is an effective approach for reducing the turnover of the conditional mean-variance portfolios from VAR, while preserving their good out-of-sample performance. Specifically, although the Sharpe ratio of the conditional mean-variance portfolios from VAR decreases generally, when we make the norm constraint tighter (decrease \( \delta \)), it stays substantially larger than the Sharpe ratio of the shortsale-constrained minimum-variance and norm-constrained unconditional mean-variance portfolios for all datasets. Moreover, the turnover of the norm-constrained conditional mean-variance portfolios from VAR decreases drastically as we make the norm constraint tighter. For the case with \( \delta_1 = 2.5\% \), the turnover of the conditional mean-variance portfolio from VAR stays below 3\% for all datasets, for the case with \( \delta_2 = 5\% \), it stays below 6\%, and for the case with \( \delta_3 = 10\% \), it stays below 15\%. The effect of the norm
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Constraints on the conditional mean-variance portfolios from NAR is similar to that on the conditional portfolios from VAR.

We observe from our empirical results on out-of-sample mean and variance (not reported) that the gains from using the norm-constrained portfolios come in the form of higher expected return, because the out-of-sample variance of these portfolios is much higher than that of the unconditional (traditional) portfolios; that is, stock return serial dependence can be used to obtain stock mean return forecasts that are much better than those from the traditional sample mean estimator based on historical data.

4.2.4 Empirical performance in the presence of transaction costs. We now evaluate the relative performance of the different portfolios in the presence of proportional transactions costs. Tables 4 and 5 give the out-of-sample Sharpe ratio of the different portfolios after imposing transaction costs of 5 and 10 basis points, respectively. We observe from Table 4 that, in the presence of a proportional transactions cost of 5 basis points, the norm-constrained conditional portfolios from the VAR model outperform the benchmark minimum-variance portfolio for all five datasets, and the differences increase as we relax the norm constraint from $\delta_1 = 2.5\%$ to $\delta_3 = 10\%$. The norm-constrained conditional portfolios from NAR perform similarly to those from VAR, except for the largest datasets (48Ind and 100CRSP), where their performance is worse—again, this is to be expected when we use the nonparametric nearest-neighbor approach. Table 5 demonstrates that, in the presence of a transactions cost of 10 basis points, the conditional portfolios from the VAR outperform the shortsale-constrained minimum-variance portfolio for only three of the five datasets (25FF, 48Ind, and 100CRSP), which have a larger number of assets. We conclude that the conditional portfolios from the VAR model outperform the shortsale-constrained minimum-variance portfolio only for transaction costs below 10 basis points. Thus, it is clear that to take advantage of the VAR-based strategies, efficient execution of trades is important.

4.3 Exploiting autocovariances versus cross-covariances

In this section, we investigate the proportion of the gains associated with the conditional mean-variance portfolios that is obtained by exploiting autocovariances, and the proportion that is obtained by exploiting cross-covariances. To do this, we compare the performance of the conditional mean-variance portfolios from VAR defined in Section 4.2.1 with that of a conditional mean-variance portfolio obtained from a diagonal VAR model, which is a VAR model estimated under the additional restriction that only the diagonal elements of the slope matrix $B$ are different from zero.

---

23 To make this comparison, we relax the norm constraint so that we can disentangle the effect of the diagonal versus off-diagonal elements of the slope matrix, without the confounding effect of the norm constraints.
Note that the proportion of the gains from using the VAR conditional mean-variance portfolios that are associated with cross-covariances and autocovariances differs from that for the VAR arbitrage portfolios reported in Table 4. This is not surprising because the arbitrage and mean-variance portfolios are constructed using very different procedures. Nevertheless, the interpretation of both sets of results is consistent: the VAR-based portfolios generally manage to exploit both cross-covariances and autocovariances in asset returns.

4.4 Origin of the predictability exploited by conditional portfolios

To understand the origin of the predictability exploited by the conditional portfolios from the VAR model, we compare the performance of the conditional portfolios based on the VAR model to that of conditional portfolios based on

Table 4
Sharpe ratios for investment (positive-cost) portfolios and transactions costs of 5 basis points

<table>
<thead>
<tr>
<th>Strategy</th>
<th>6FF</th>
<th>25FF</th>
<th>10ffnd</th>
<th>48ffnd</th>
<th>100CRSP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel A. Portfolios that ignore stock return serial dependence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Min. variance</td>
<td>1.0659</td>
<td>1.0246</td>
<td>0.9460</td>
<td>0.9668</td>
<td>0.5943</td>
</tr>
<tr>
<td>(1.00)</td>
<td>(1.00)</td>
<td>(1.00)</td>
<td>(1.00)</td>
<td>(1.00)</td>
<td></td>
</tr>
<tr>
<td>Unconditional mean variance portfolio</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Norm cons. ($\delta_1$)</td>
<td>1.0658</td>
<td>1.0246</td>
<td>0.9459</td>
<td>0.9668</td>
<td>0.5943</td>
</tr>
<tr>
<td>(0.55)</td>
<td>(0.00)</td>
<td>(0.79)</td>
<td>(0.56)</td>
<td>(0.21)</td>
<td></td>
</tr>
<tr>
<td>Norm cons. ($\delta_2$)</td>
<td>1.0723</td>
<td>1.0249</td>
<td>0.9456</td>
<td>0.9669</td>
<td>0.5454</td>
</tr>
<tr>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.96)</td>
<td>(0.50)</td>
<td>(0.09)</td>
<td></td>
</tr>
<tr>
<td>Norm cons. ($\delta_3$)</td>
<td>1.0838</td>
<td>1.0347</td>
<td>0.9417</td>
<td>0.9926</td>
<td>0.4210</td>
</tr>
<tr>
<td>(0.00)</td>
<td>(0.03)</td>
<td>(0.74)</td>
<td>(0.84)</td>
<td>(0.01)</td>
<td></td>
</tr>
<tr>
<td>Panel B. Portfolios that exploit stock return serial dependence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conditional mean variance portfolio from VAR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Norm cons. ($\delta_1$)</td>
<td>1.0769</td>
<td>1.0341</td>
<td>0.9603</td>
<td>1.0028</td>
<td>0.6060</td>
</tr>
<tr>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td></td>
</tr>
<tr>
<td>Norm cons. ($\delta_2$)</td>
<td>1.0881</td>
<td>1.0639</td>
<td>0.9823</td>
<td>1.0497</td>
<td>0.6927</td>
</tr>
<tr>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td></td>
</tr>
<tr>
<td>Norm cons. ($\delta_3$)</td>
<td>1.1091</td>
<td>1.1305</td>
<td>1.0280</td>
<td>1.1390</td>
<td>0.8681</td>
</tr>
<tr>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td></td>
</tr>
<tr>
<td>Conditional mean variance portfolio from NAR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Norm cons. ($\delta_1$)</td>
<td>1.0777</td>
<td>1.0318</td>
<td>0.9575</td>
<td>1.0001</td>
<td>0.5974</td>
</tr>
<tr>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td></td>
</tr>
<tr>
<td>Norm cons. ($\delta_2$)</td>
<td>1.0864</td>
<td>1.0887</td>
<td>0.9655</td>
<td>1.0158</td>
<td>0.6101</td>
</tr>
<tr>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td></td>
</tr>
<tr>
<td>Norm cons. ($\delta_3$)</td>
<td>1.1037</td>
<td>1.0958</td>
<td>0.9810</td>
<td>1.0328</td>
<td>0.5639</td>
</tr>
<tr>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.07)</td>
<td>(0.02)</td>
<td></td>
</tr>
</tbody>
</table>

This table reports the annualized out-of-sample Sharpe ratios for the different investment portfolios and datasets in the presence of a proportional transactions cost of 5 basis points, together with the $p$-value that the Sharpe ratio for a strategy is different from that for the short-sale-constrained minimum-variance portfolio.

Our empirical analysis shows that a substantial part of the gains comes from exploiting cross-covariances in stock returns. We find that for the 6FF dataset, 99% of the gains come from exploiting cross-covariances; for the 25FF dataset, 72% of the gains come from exploiting cross-covariances; for the 10ffnd dataset, 25% of the gains come from cross-covariances; for the 48ffnd dataset, 29% of the gains come from cross-covariances; and finally, for the 100CRSP dataset, 19% of the gains come from cross-covariances.

4.4 Origin of the predictability exploited by conditional portfolios

To understand the origin of the predictability exploited by the conditional portfolios from the VAR model, we compare the performance of the conditional portfolios based on the VAR model to that of conditional portfolios based on

24 Note that the proportion of the gains from using the VAR conditional mean-variance portfolios that are associated with cross-covariances and autocovariances differs from that for the VAR arbitrage portfolios reported in Table 4. This is not surprising because the arbitrage and mean-variance portfolios are constructed using very different procedures. Nevertheless, the interpretation of both sets of results is consistent: the VAR-based portfolios generally manage to exploit both cross-covariances and autocovariances in asset returns.
Table 5
This table reports the annualized out-of-sample Sharpe ratios for the different investment portfolios and datasets of portfolios of stocks sorted by size and book-to-market but reflect Fama-French and momentum factors capture most of the predictability in the substantially worse for the 100CRSP dataset. The reason for this is that the 6FF and 25FF datasets, a bit worse for the 10Ind and 48Ind datasets, and is similar to that of the conditional portfolios from the V AR model for the performance of the conditional portfolios from the four-factor model that the performance of the conditional portfolios from the four-factor model including the Fama-French and momentum factors (MKT, SMB, HML, and UMD), and then four separate one-factor models, each of them including only one of the four factors listed above.

Table B reports the performance of the conditional portfolios from these five models, the first with four factors, and the rest with a single factor. First, we observe that the conditional portfolios from the four-factor model outperform the benchmark shortsale-constrained minimum-variance portfolio for all datasets, except 100CRSP. Second, comparing the Sharpe ratios for the portfolios based on the factor model in Table 6 to the Sharpe ratios for the conditional portfolios based on the full VAR model in Table 2, we notice that the performance of the conditional portfolios from the four-factor model is similar to that of the conditional portfolios from the VAR model for the 6FF and 25FF datasets, a bit worse for the 10Ind and 48Ind datasets, and substantially worse for the 100CRSP dataset. The reason for this is that the Fama-French and momentum factors capture most of the predictability in the datasets of portfolios of stocks sorted by size and book-to-market but reflect

| Table 5 | Sharpe ratios for investment (positive-cost) portfolios and transactions costs of 10 basis points |
|---|---|---|---|---|---|
| Strategy | 6FF | 25FF | 10Ind | 48Ind | 100CRSP |
| Panel A. Portfolios that ignore stock return serial dependence |
| 1/N | 0.8058 | 0.8409 | 0.7600 | 0.7591 | 0.6077 |
| Minimum variance | 1.0622 | 1.0160 | 0.9413 | 0.9771 | 0.5754 |
| Unconditional mean variance portfolio |
| Norm cons. (δ1) | 1.0619 | 1.0161 | 0.9411 | 0.9771 | 0.5754 |
| (0.35) | (0.00) | (0.80) | (0.42) | (0.23) |
| Norm cons. (δ2) | 1.0679 | 1.0164 | 0.9389 | 0.9772 | 0.5250 |
| (0.01) | (0.00) | (0.71) | (0.39) | (0.10) |
| Norm cons. (δ3) | 1.0778 | 1.0240 | 0.9314 | 0.9699 | 0.3963 |
| (0.00) | (0.12) | (0.51) | (0.70) | (0.00) |
| Panel B. Portfolios that exploit stock return serial dependence |
| Conditional mean variance portfolio from VAR |
| Norm cons. (δ1) | 1.0583 | 1.0222 | 0.9440 | 0.9804 | 0.5848 |
| (0.01) | (0.00) | (0.14) | (0.03) | (0.01) |
| Norm cons. (δ2) | 1.0453 | 1.0320 | 0.9360 | 0.9901 | 0.6472 |
| (0.00) | (0.00) | (0.26) | (0.13) | (0.00) |
| Norm cons. (δ3) | 1.0144 | 1.0359 | 0.9211 | 0.9901 | 0.7695 |
| (0.00) | (0.02) | (0.07) | (0.55) | (0.00) |
| Conditional mean variance portfolio from NAR |
| Norm cons. (δ1) | 1.0543 | 1.0204 | 0.9298 | 0.9786 | 0.5703 |
| (0.00) | (0.00) | (0.00) | (0.00) | (0.56) |
| Norm cons. (δ2) | 1.0334 | 1.0204 | 0.8943 | 0.9596 | 0.5429 |
| (0.00) | (0.19) | (0.00) | (0.01) | (0.28) |
| Norm cons. (δ3) | 0.9869 | 0.9793 | 0.8252 | 0.8616 | 0.4046 |
| (0.00) | (0.00) | (0.00) | (0.00) | (0.02) |

This table reports the annualized out-of-sample Sharpe ratios for the different investment portfolios and datasets in the presence of a proportional transactions cost of 10 basis points, together with the p-value that the Sharpe ratio for a strategy is different from that for the shortsale-constrained minimum-variance portfolio.
Table 6
Sharpe ratios for conditional portfolios based on lagged-factor models with zero transaction costs

<table>
<thead>
<tr>
<th>Strategy</th>
<th>6FF</th>
<th>25FF</th>
<th>10Ind</th>
<th>48Ind</th>
<th>100CRSP</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A. Portfolios that ignore stock return serial dependence</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/N</td>
<td>0.8518</td>
<td>0.8947</td>
<td>0.7654</td>
<td>0.7740</td>
<td>0.6389</td>
</tr>
<tr>
<td>Minimum variance</td>
<td>1.1087</td>
<td>1.0809</td>
<td>0.9498</td>
<td>1.0153</td>
<td>0.7456</td>
</tr>
</tbody>
</table>

| **Panel B. Portfolios that exploit stock return serial dependence** |
| Four factors    |
| Norm cons. ($\beta_1$) | 1.1400 | 1.0977 | 0.9662 | 1.0238 | 0.7491 |
| (0.00)          | (0.00) | (0.00) | (0.00) | (0.00) | (0.03) |
| Norm cons. ($\beta_2$) | 1.1790 | 1.1581 | 1.0004 | 1.0786 | 0.7911 |
| (0.00)          | (0.00) | (0.00) | (0.00) | (0.00) | (0.00) |
| Norm cons. ($\beta_3$) | 1.2621 | 1.2803 | 1.0819 | 1.2145 | 0.9255 |
| (0.00)          | (0.00) | (0.00) | (0.00) | (0.00) | (0.00) |

| Market factor   |
| Norm cons. ($\beta_1$) | 1.1279 | 1.0912 | 0.9613 | 1.0199 | 0.7462 |
| (0.00)          | (0.00) | (0.00) | (0.00) | (0.00) | (0.00) |
| Norm cons. ($\beta_2$) | 1.1531 | 1.1257 | 0.9855 | 1.0659 | 0.7493 |
| (0.00)          | (0.00) | (0.00) | (0.00) | (0.00) | (0.00) |
| Norm cons. ($\beta_3$) | 1.2059 | 1.1990 | 1.0370 | 1.1833 | 0.7911 |
| (0.00)          | (0.00) | (0.00) | (0.00) | (0.00) | (0.01) |

| SMB factor      |
| Norm cons. ($\beta_1$) | 1.1122 | 1.0825 | 0.9537 | 1.0160 | 0.7455 |
| (0.00)          | (0.00) | (0.00) | (0.00) | (0.00) | (0.00) |
| Norm cons. ($\beta_2$) | 1.1171 | 1.0883 | 0.9613 | 1.0262 | 0.7439 |
| (0.00)          | (0.00) | (0.00) | (0.00) | (0.00) | (0.00) |
| Norm cons. ($\beta_3$) | 1.1278 | 1.1121 | 0.9820 | 1.0660 | 0.7404 |
| (0.00)          | (0.00) | (0.00) | (0.00) | (0.00) | (0.00) |

| HML factor      |
| Norm cons. ($\beta_1$) | 1.1313 | 1.0939 | 0.9612 | 1.0178 | 0.7471 |
| (0.00)          | (0.00) | (0.00) | (0.00) | (0.00) | (0.00) |
| Norm cons. ($\beta_2$) | 1.1588 | 1.1339 | 0.9838 | 1.0468 | 0.7648 |
| (0.00)          | (0.00) | (0.00) | (0.00) | (0.00) | (0.00) |
| Norm cons. ($\beta_3$) | 1.2171 | 1.2232 | 1.0334 | 1.1218 | 0.7900 |
| (0.00)          | (0.00) | (0.00) | (0.00) | (0.00) | (0.00) |

| UMD factor      |
| Norm cons. ($\beta_1$) | 1.1087 | 1.0820 | 0.9475 | 1.0154 | 0.7448 |
| (0.96)          | (0.01) | (0.03) | (0.00) | (0.00) | (0.00) |
| Norm cons. ($\beta_2$) | 1.1093 | 1.0835 | 0.9477 | 1.0161 | 0.7203 |
| (0.72)          | (0.15) | (0.42) | (0.84) | (0.08) | (0.00) |
| Norm cons. ($\beta_3$) | 1.1095 | 1.0830 | 0.9466 | 1.0057 | 0.6804 |
| (0.86)          | (0.76) | (0.63) | (0.37) | (0.01) | (0.01) |

This table reports the annualized out-of-sample Sharpe ratios for the different constrained portfolios and datasets, together with the $p$-value that the Sharpe ratio for a strategy is different from that for the short-sale-constrained minimum-variance portfolio.

Only part of the predictability captured by the full VAR model for the datasets of industry portfolios and individual stocks. These results justify the importance of considering the full VAR model.

Moreover, comparing the performance of the conditional portfolios from the four different one-factor models, we observe that most of the predictability in all datasets comes from the MKT and HML factors. The implication is that the conditional portfolios are exploiting the ability of today’s return on the MKT and HML factors to forecast the returns of multiple risky assets tomorrow.
Note that this is very different from the type of predictability exploited in the literature before, where typically today’s dividend yield and spread between the short-term and long-term yields have been used to predict tomorrow’s return on a single risky index. The conditional portfolios we study exploit the ability of today’s return on the MKT and HML factors to forecast which risky assets will have high returns and which will have low returns tomorrow.

5. Conclusion

We conclude with a word of caution. In this paper, we have developed a methodology that exploits serial dependence of a more general form than previously documented and have shown that exploiting this serial dependence in zero-cost arbitrage portfolios and positive-cost investment portfolios leads to high Sharpe ratios even out-of-sample. However, taking advantage of this serial dependence requires strategies that have high turnover. Consequently, even these stronger serial dependence results are exploitable only if one can trade for less than 10 basis points. This implies that the standard serial dependence results may not be exploitable at even lower transaction costs. Thus, when evaluating trading strategies proposed in the literature, it is important to account for the frictions that exist in the real world, and to keep in mind the experience described by Roll (1994): “Over the past decade, I have attempted to exploit many of the seemingly most promising ‘inefficiencies’ by actually trading significant amounts of money…. Many of these effects are surprisingly strong in reported empirical work, but I have never yet found one that worked in practice.”

Appendix A. Robustness Checks

In this Appendix, we report the results of several additional analysis that we have undertaken to test the robustness of our findings.

A.1 Use of excess returns

We have decided to report in the paper the results for the case with raw returns because we think this is more appropriate in the context of portfolios formed exclusively with risky assets. However, we have repeated the out-of-sample evaluation of the conditional and unconditional mean-variance portfolios using excess returns instead of raw returns. The results, reported in Tables A1–A4 of the Online Appendix, show that the relative performance of the different portfolios is very similar for the case with excess returns and the case with raw returns (that is, when the risk-free return is not subtracted). The Sharpe ratios of portfolio returns for the case with excess returns are smaller by around 0.3 compared with those for the case with raw returns.

A.2 Robustness to asynchronous trading

To check whether our results are driven by asynchronous trading, we evaluate the performance of the different portfolios on open-to-close and weekly return versions of all five datasets we consider, as well as a dataset containing open-to-close industry ETF returns.

We find that the results are generally robust to using open-to-close and weekly return data. This shows that there is serial dependence in open-to-close and weekly return data, which are much less likely to be affected by asynchronous or infrequent trading than the close-to-close daily data.
This result is consistent with the findings of Lo and MacKinlay (1990, 197) and Anderson et al. (2005) that the lead-lag relations in stock returns cannot be attributed entirely to asynchronous or infrequent trading.

A.2.1 Open-to-close return data. We evaluate the performance of the different portfolios on open-to-close return versions of all five datasets we consider, which are less likely to be affected by the effects of asynchronous trading. The out-of-sample Sharpe ratios for the different portfolios for open-to-close return data are reported in Tables A5, A7, and A8 in the Appendix, for transaction costs of 0, 5, and 10 basis points, respectively, with the turnover reported in Table A6. We find that the conditional portfolios from the VAR model outperform the shortsale-constrained minimum-variance portfolio for transaction costs below 5 basis points.

A.2.2 Open-to-close industry ETF return data. We evaluate the performance of the different portfolios on a dataset with open-to-close returns for nine industry ETFs for which we have obtained daily return data from 1998 to 2013 from Bloomberg. The results (not reported) show that the conditional portfolios outperform the benchmark substantially and significantly for transaction costs of 5 basis points, and their performance is similar to that of the benchmark for transaction costs of 10 basis points.

A.2.3 Weekly return data and rebalancing. We evaluate the performance of the different portfolios on weekly return data for the five datasets we consider in the manuscript. The results are reported in Tables A9 and A10 in the Appendix for the cases with transaction costs of 0 and 5 basis points, respectively.

We find that our results are generally robust to the use of weekly data. For instance, we find that even with weekly data the norm-constrained conditional mean-variance portfolios with \( \delta_1 = 2.5\% \) generally outperform the minimum-variance portfolios in terms of Sharpe ratio for all datasets. Comparing the performance of the conditional portfolios for daily and weekly return data, we find that the conditional portfolios perform slightly better with daily, rather than with weekly, data. We believe the reason for this is that the magnitude of the serial dependence that the VAR model captures is larger for higher frequency data.

Table A10 shows that the norm-constrained conditional portfolios with \( \delta_1 = 2.5\% \) tend to outperform the minimum-variance portfolio for most weekly datasets even in the presence of proportional transactions costs of 5 basis points, although the differences are not substantial. This is a bit surprising because as one decreases the amount of trading, one would expect that the transactions costs associated with the conditional mean-variance portfolios would be smaller, and hence these portfolios would perform better than their daily-rebalanced counterparts. But as discussed above, the degree of predictability decreases with data frequency, and hence the advantage of trading less frequently (and thus incurring lower transactions costs) is offset by the lower degree of predictability in the lower frequency data.

A.3 High turnover, size, and price stocks and Dow Jones stocks

We have evaluated the performance of the conditional portfolios on the 100CRSP dataset where at the beginning of each calendar year we choose the 100 stocks with highest turnover, size, or price as our investment universe, and also where we choose the stocks in the Dow Jones index.

25 The nine U.S. equity ETFs we consider have tickers XLY, IYZ, XLP, XLE, XLF, XLV, XLB, XLK, and XLU. We selected these nine ETFs because they are the ETFs for which data are available for a reasonably long time period (1998–2013), and they also have large trading volumes.

26 We use an estimation window of 260 weeks.
Table A11 in the appendix reports the results for the sample of stocks with high turnover. We find that the conditional portfolios outperform the benchmark for transaction costs of 10 basis points, and the difference in Sharpe ratios is both substantial and statistically significant; that is, the performance of the conditional portfolios is better for high turnover stocks than for our base case with stocks selected from the S&P 500 index. This result is particularly relevant as high turnover stocks are unlikely to suffer from the effects of asynchronous or infrequent trading.

The results for stocks with large size, high price, and stocks in the Dow Jones, not reported to conserve space, show that the conditional portfolios outperform the benchmark for transaction costs of up to 5 basis points. They also outperform the benchmark for transaction costs below 10 basis points, when the threshold of the norm constraint is sufficiently low ($\delta_2 = 5\%$). Summarizing, we find that our results are better for stocks with large turnover and are robust for stocks with large size and price, and for stocks in the Dow Jones index.

A.4 In-sample optimal portfolios with proportional transactions costs

We have used norm constraints to control the high turnover of the conditional mean-variance portfolios and reduce the impact of transactions costs. An alternative approach is to impose the transactions costs explicitly in the mean-variance portfolio optimization problem and thus obtain a portfolio that is optimal (at least in-sample) in the presence of proportional transactions costs. In particular, one could solve the following mean-variance problem with proportional costs:

$$
\min_w \frac{1}{2} w^\top \Sigma w - \frac{1}{2} \mu \top w + \kappa \|w - w_0\|_1, \\
\text{s.t.} \quad w^\top e = 1, \tag{A1}
$$

where $\kappa$ is the rate of proportional transactions cost, $w_0$ is the portfolio before trading, $\|w - w_0\|_1$ is the one norm of the difference between the portfolio weights before and after trading, and hence, $\kappa \|w - w_0\|_1$ is the transactions cost.

To understand whether this alternative approach is effective, we have evaluated the out-of-sample performance of the conditional portfolios from VAR and NAR computed by solving the problem in (A1) and (A2). Surprisingly, we find that their out-of-sample performance in the presence of transaction costs is only slightly better than that of the unconstrained conditional mean-variance portfolios, which are computed ignoring transaction costs. Moreover, we find that the performance of the conditional portfolios computed by solving (A1) and (A2) is much worse in the presence of transaction costs than that of the norm-constrained conditional mean-variance portfolios studied in Section 4.2.

The explanation for this is that the portfolios computed by solving the problem in (A1) and (A2) are much more sensitive to estimation error than the norm-constrained conditional portfolios that we consider. To illustrate this, we consider the following simple two-asset example adapted from the example in Footnote 8 of DeMiguel, Garlappi, and Uppal (2009). Suppose that the true per annum conditional mean and conditional volatility of returns for both assets are the same, 8% and 20%, respectively, and that the conditional correlation is 0.99. In this case, because the two assets are identical, the optimal conditional mean-variance weights for the two assets would be 50%. Moreover, assume that there are transaction costs of 5 basis points; the starting portfolio $w_0$ is equal to the optimal equal-weighted portfolio; and the benchmark portfolio for the norm constraints is also equal to the optimal equal-weighted portfolio.

Then it is straightforward to see that if all conditional moments were estimated without error, all three conditional portfolios (the unconstrained conditional portfolio that ignores transaction costs, the conditional portfolio computed by solving the problem in (A1) and (A2), and the norm-constrained conditional portfolio) would be equal to the optimal equal-weighted portfolio. If, on the other hand, the conditional mean return on the first asset is estimated with error to be 9% instead of 8%, then simple computations show that the unconstrained conditional mean-variance portfolio that ignores transaction costs would recommend a weight of 635% in the first asset and $-535\%$ in
the second asset; the conditional portfolio computed by solving (A1) and (A2) would recommend a weight of 612% in the first asset and −512% in the second asset; and the norm-constrained conditional portfolio with δ = 5% would recommend a weight of 52.5% in the first asset and 47.5% in the second asset. That is, the norm-constrained conditional portfolios would be much closer to the optimal portfolio than the conditional portfolio computed by solving (A1) and (A2).

Roughly speaking, the advantage of the norm-constraint is that it imposes an absolute limit on trading (a limit of δ around the benchmark portfolio), whereas the transaction costs in the objective function (A1) do not impose a limit but rather induce a comparison between the size of the estimated conditional utility and the size of the transaction costs, where the conditional utility is estimated with error. As a result, we observe that the weights of the portfolios computed solving (A1) and (A2) fluctuate excessively from one period to the next due to estimation error, and their performance is quite poor in the presence of transaction costs.

Appendix B. Proofs for all the Propositions

B.1 Proof for Proposition 1

Part 1. From Equation (4), we have that the VAR arbitrage portfolio is

\[ w_{\text{VAR}} = \frac{1}{N} \left( a + Br_{t-1} - \frac{e^\top (a + Br_{t-1})}{N} e \right). \]

Because \( a = (I - B)\mu \), we have that

\[ w_{\text{VAR}} = \frac{1}{N} \left( (I - B)\mu - \frac{e^\top (I - B)\mu}{N} e \right) + \frac{1}{N} \left( \mu - \frac{e^\top \mu}{N} e \right), \]

\[ = w_{\text{Gamma}} + w_{\mu}. \]

Part 2. We first compute \( E[w_{\Gamma_1}^\top r_t] \). Note that \( E[w_{\Gamma_1}^\top = 0 \), and thus \( E[w_{\Gamma_1}^\top r_t] = E[w_{\Gamma_1}^\top r_t r_{t-1} - \mu \]

\[
E[w_{\text{Gamma}}^\top r_t] = \frac{1}{N} \left( (r_{t-1} - \mu)^\top B^\top r_t - \mu \right) + \frac{1}{N} E \left[ (r_{t-1} - \mu)^\top B^\top e \right] (r_t - \mu). \]

We now manipulate each of the two expectations on the right-hand side of the equation above. The first expectation can be rewritten as follows:

\[
E[(r_{t-1} - \mu)^\top B^\top (r_t - \mu)] = E \left[ \mu^\top (r_{t-1} - \mu)^\top B^\top (r_t - \mu) \right],
\]

\[ = E[\mu^\top (B^\top (r_t - \mu)(r_{t-1} - \mu)^	op)], \]

\[ = \mu^\top (B^\top \Gamma_1^	op) = \mu^\top (\Gamma_1^\top B^\top). \]

The second expectation can be rewritten as follows:

\[
E[e^\top (r_{t-1} - \mu)^\top B^\top e(r_t - \mu)] = \mu^\top e^\top E[(r_t - \mu)(r_{t-1} - \mu)^	op],
\]

\[ = \mu^\top (e^\top \Gamma_1^\top B^\top e). \]

Equation (11) follows from the fact that \( B = \Gamma_1^\top G_0^{-1} \), and clearly \( E[w_{\text{Gamma}}^\top r_t r_{t-1}] \geq 0 \).

Finally, we now compute

\[
E[w_{\mu}^\top r_t] = E \left[ \frac{1}{N} \left( \mu - \frac{e^\top \mu}{N} e \right) ^\top r_t, \right],
\]

\[ = \frac{1}{N} \left( \mu - \frac{e^\top \mu}{N} e \right) ^\top \mu, \]

\[ = \sigma^2(\mu) \geq 0, \]

which concludes the proof.
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B.2 Proof for Proposition 2
The result follows from Part 1 of Proposition 1 and the fact that $B = B_C + B_O$. ■

B.3 Proof for Proposition 3
From Proposition 1 we have that

$$E[w_r^T r_t] = G + \sigma^2(\mu) = \frac{\text{tr}(B \Gamma_0 Q^T B^T)}{N} - \frac{e^T B \Gamma_0 Q^T e}{N^2} + \sigma^2(\mu).$$

Because the covariance matrix $\Gamma_0$ is symmetric and positive definite, we know that we can write $\Gamma_0 = Q \Lambda_0 Q^T$, where $Q$ is an orthogonal matrix ($Q^T Q = I$) whose columns are the principal components of $\Gamma_0$, and $\Lambda_0$ is a diagonal matrix whose elements are the eigenvalues of $\Gamma_0$, which are equal to the variances of the principal components of $\Gamma_0$. Hence,

$$E[w_r^T r_t] = \frac{\text{tr}(B Q \Lambda_0 Q^T B^T)}{N} - \frac{e^T B Q \Lambda_0 Q^T e}{N^2} + \sigma^2(\mu).$$

Let $\hat{B} = B Q$, then

$$E[w_r^T r_t] = \frac{\text{tr}(\hat{B} \Lambda_0 \hat{B}^T)}{N} - \frac{e^T \hat{B} \Lambda_0 \hat{B}^T e}{N^2} + \sigma^2(\mu)$$

$$= \frac{1}{N^2} \sum_{i,j,k} \lambda_j \hat{B}_{ij} \hat{B}_{kj} + \sigma^2(\mu)$$

$$= \frac{1}{N} \sum \lambda_j \hat{B}_{ij} (\hat{B}_{ij} - \bar{\hat{B}}_{ij}) + \sigma^2(\mu),$$

where $\bar{\hat{B}}_{ij} = \frac{\sum \hat{B}_{ij}}{N}$. Moreover, because $\sum \hat{B}_{ij} (\hat{B}_{ij} - \bar{\hat{B}}_{ij}) = 0$, we have that

$$E[w_r^T r_t] = \frac{1}{N} \sum \lambda_j \text{var}(\hat{B}_{ij}) + \sigma^2(\mu),$$

where $\text{var}(\hat{B}_{ij})$ is the variance of the elements in the $j$th column of matrix $\hat{B}$.

B.4 Proof for Proposition 4
The proof is very similar to those for Propositions 1 and 3.
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